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 Nowadays, many scientific areas share the same broad requirements of being 
 able to deal with massive and distributed datasets while, when possible, being 
 integrated with services and applications. In order to solve the growing gap 
 between the incremental generation of data and our understanding of it, it 
 is required to know how to access, retrieve, analyze, mine and integrate data 
 from disparate sources. One of the fundamental aspects of any new genera- 
 tion of data mining software tool or package which really wants to become 
 a service for the community is the possibility to use it within complex work- 
 flows which each user can fine tune in order to match the specific demands 
 of his scientific goal. These workflows need often to access different resources
 (data, providers, computing facilities and packages) and require a strict inter- 
 operability on (at least) the client side. The project DAME (DAta Mining & 
 Exploration) arises from these requirements by providing a distributed WEB- 
 based data mining infrastructure specialized on Massive Data Sets exploration 
 with Soft Computing and machine learning methods. It results as a multi- 
 disciplinary platform-independent tool perfectly compliant with modern KDD
 (Knowledge Discovery in Databases) requirements and Information & Com- 
 munication Technology trends. 
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1. Introduction

In almost all fields, modern technology allows to capture and store huge

quantities of heterogeneous and complex data often consisting of hundreds

of features for each record and requiring complex metadata structures to

be understood.. A need has therefore emerged for a new generation of soft-

ware tools, largely automatic, scalable and highly reliable. Strictly speaking,

Knowledge Discovery in Databases (KDD) is about algorithms for inferring

knowledge from data and ways of validating the obtained results, as well

as about running them on infrastructures capable to match the compu-

tational demands. In practice, whenever there is too much data or, more

generally, a representation in more than 5 dimensions,1 DAME copes with

this problem by implementing the KDD models under the S.Co.P.E. (Sci-

entific Cooperation for Pluri-disciplinary Experiments) grid9 and by taking

into account the fact that background knowledge can make it possible to

reduce the amount of data that needs to be processed by adopting a learn-

ing rule based on the fact that in many cases most of the attributes turn

out to be irrelevant when background knowledge is taken into account.2

Data Mining requires a lengthy fine tuning phase which is often not

easily justifiable to the eyes of a non experienced user.

Such complexity is one of the main explanations for the gap still exist-

ing between the new methodologies and the huge community of potential

users which fail to adopt them. In order to be effective, in fact, Knowledge

Discovery in Databases requires a good understanding of the mathemat-

ics underlying the methods, of the computing infrastructures and of the

complex workflows which need to be implemented, and most users (even

in the scientific community) are usually not willing to make the effort to

understand the process and prefer to recur to traditional approaches which

are far less powerful but much more user friendly.3

DAME, by making use of the Web application paradigm, of extensive

and user friendly documentation and of a sample of documented and realis-

tic use cases, represents a first attempt to bring the KDD models to the user

hiding most of their complexity behind a well designed infrastructure. In

this paper we describe the prototype (alpha release) version of the DAME

(Data Mining and Exploration) web application, nowadays available under

final commissioning which addresses many of the above issues and aims at

providing the scientific community with a user friendly and powerful data

mining platform.



April 13, 2011 16:14 WSPC - Proceedings Trim Size: 9in x 6in papererice

3

2. General Description

DAME was initially conceived to work on astrophysical Massive Data Sets

data as a tool offered to the community and aimed at solving some of the

above quoted problems by offering a completely transparent architecture, a

user friendly interface and the possibility to access a distributed computing

infrastructure.

DAME starts from a taxonomy of data mining methods (hereinafter

called functionalities) and collects a set of machine learning algorithms

(hereinafter called models) that can be associated to one or more func-

tionalities depending of the specific problem domain. This association

”functionality-model” represents what in the following we shall refer to

as ”experiment domain”.

At a lower level, any experiment launched on the DAME framework,

externally configurable through dynamical interactive web pages, is treated

in a standard way, making completely transparent to the user the spe-

cific computing infrastructure used and the specific data format given as

input. Dimensional reduction, classification, regression, prediction, cluster-

ing, filtering, are examples of functionalities belonging to the data mining

conceptual domain, in which the various methods (models and algorithms)

can be applied to explore data under a particular aspect, connected to the

associated functionality scope. In its first implementation the infrastructure

prototype has been focused on the classification, regression and clustering

functionalities.

A special care was devoted in each single phase of the design and devel-

opment to produce a complete and exhaustive documentation both techni-

cal and user oriented. . As The concept of ”distributed archives” is familiar

to most scientists. In the astronomical domain, the leap forward was the

possibility to organize through the Virtual Observatory (hereafter VObs)4

the data repositories to allow efficient, transparent and uniform access. In

other words, the VObs was intended to be a paradigm to use multiple

archives of astronomical data in an interoperating, integrated and logi-

cally centralized way, so to be able to ”observe” and analyze a virtual sky

by position, wavelength and time.14 The link between data mining appli-

cations and the VObs data repositories is currently still under discussion

since it requires (among the other things) the harmonization of many recent

achievements in the fields of VObs, grid, cloud, HPC (High Performance

Computing), and Knowledge Discovery in Databases. DAME was conceived

to provide the VObs with an extensible, integrated environment for data

mining and exploration. In order to do so, DAME had to support the VObs
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standards and formats, especially for data interoperability and to abstract

the application deployment and execution, so to provide the VObs with a

general purpose computing platform taking advantage of the modern tech-

nologies.

In order to gradually accomplish such requirements, DAME intended to

give the possibility to remotely interact with data archives and data min-

ing applications via a simple web browser.5 Thus, with web applications,

a remote user does not require to install program clients on his desktop,

having the possibility to collect, retrieve, visualize and organize data, con-

figure and execute mining applications through the web browser and in an

asynchronous way. An added value of such approach being the fact that the

user does not need to directly access large computing and storage power

facilities. Connected with the dichotomy between supervised and unsuper-

vised learning, in the DAME data mining infrastructure, the choice of any

machine learning model is always accompanied by the functionality domain.

In what follows we shall therefore adopt the following terminology:

• Data mining model: any of the data mining models integrated in

the DAME suite. It can be either a supervised machine learning

algorithm or an unsupervised one, depending on the available Base

of Knowledge (BoK, i.e. the set of training or template cases avail-

able) and the scientific target of the user experiment;

• Functionality: one of the functional domains in which the user

wants to explore the available data (for example, regression, clas-

sification or clustering). The choice of the functionality target can

limit the choice of the data mining model;

• Experiment: it is the scientific pipeline (including optional pre-

processing or preparation of data) and includes the choice of a

combination of data mining model and a functionality;

• Use Case: for each data mining model, different running cases are

exposed to the user . These can be executed singularly or in a pre-

fixed sequence. Being the models derived from the machine learning

paradigm,6 each has training, test, validation and run use cases, in

order to, respectively, perform learning, verification, validation and

execution phases. In most models there is also the ”full” use case,

that automatically executes all listed cases as a sequence.

The functionalities and models, already available and under deployment

in the DAME web application, are the following:

• Classification and Regression (Supervised): three different versions
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of the classical MultiLayer Perceptron (MLP) trained, respectively

by Back Propagation, Genetic Algorithms and Quasi Newton Al-

gorithms; Support Vector Machines (SVM);

• Dimensional Reduction (unsupervised): Principal Probabilistic

Surfaces (PPS);

• Clustering and Image Segmentation (unsupervised): Self Organiz-

ing Maps (SOM);

3. The Architecture

The DAME design architecture is implemented following the standard LAR

(Layered Application Architecture) strategy, which leads to a software sys-

tem based on a layered logical structure, where different layers communicate

with each other via simple and well-defined rules:

• Data Access Layer (DAL): the persistent data management layer,

responsible of the data archiving system, including consistency and

reliability maintenance.

• Business Logic Layer (BLL): the core of the system, responsible of

the management of all services and applications implemented in the

infrastructure, including information flow control and supervision.

• User Interface (UI): responsible of the interaction mechanisms be-

tween the BLL and the users, including data and command I/O

and views rendering.

A direct implication of the LAR strategy adopted in DAME is the Rich

Internet Application (RIA),7 consisting in applications having traditional

interaction and interface features of computer programs but usable via sim-

ple web browsers, i.e. not needing any installation on user local desktop.

RIAs are particularly efficient in terms of interaction and execution speed.

By keeping this in mind, the main concepts behind the distributed data

mining applications implemented in the DAME Suite are based on three

issues:

• Virtual organization of data: extension of the already remarked

basic feature of the VObs;

• Hardware resource-oriented: this is obtained by using computing

infrastructures, like grid, which enable parallel processing of tasks,

using idle capacity. The paradigm in this case is to obtain large

numbers of instances running for short periods of time;
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• Software service-oriented: this is the base of typical cloud comput-

ing paradigm.8 The data mining applications implemented runs on

top of virtual machines seen at the user level as services (specifi-

cally web services), standardized in terms of data management and

working flow.

The complete Hardware infrastructure of the DAME Program, where the

grid sub-architecture is provided by the S.Co.P.E. supercomputing facil-

ity,139 is incorporated into the more general cloud scheme, including a

network of multi-processor PCs and workstations, each of them internally

dedicated to a specific function. The integrity of the system, including the

grid public access, is guaranteed by a registration procedure, giving the

possibility to access all facilities from just one account. In particular, a

robot certificate is automatically handled by the DAME system to provide

transparent access to the S.Co.P.E. grid resources.10 Depending on the com-

puting and storage power, requested by the job and by the processing load

currently running on the network, an internal mechanism redirects the jobs

to a job-queue in a pre-emptive scheduling scheme. The interaction with

the infrastructure is completely asynchronous and a specialized software

component (DR, DRiver) has the responsibility to store off-line job results

in the user storage workspaces, that can be retrieved and downloaded in

subsequent accesses. This hybrid architecture, renders it possible to exe-

cute simultaneous experiments that gathered all together, bring the best

results. Even if the individual job is not parallelized, we obtain a running

time improvement by reaching the limit value of the Amdahl’s law (N):

1

1− P + P
N

(1)

where P is the fraction of a program that can be made parallel (i.e. which

can benefit from parallelization), and (1 - P) is the fraction that cannot be

parallelized (remains serial), then the resulting maximum speed-up that

can be achieved by using N processors is obtained by the law expressed

above.

For instance, in the case of the AGN (Active Galactic Nucleus) classi-

fication experiment detailed in,11,12 each of the 110 jobs runs for about a

week on a single processor. By exploiting the grid, the experiment running

time can be reduced to about one week instead of more than 2 years.

The DAME software architecture is based on five main components:

Front End (FE), Framework (FW), Registry and Data Base (REDB),

Driver (DR) and Data Mining Models (DMM).
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The Front End (FE) is the component directly interfacing the end user

with the infrastructure (through the web browser). and it can be considered

structured in two main parts (also addressable as a ”client” and a ”server”,

even though both of them are resident on the remote side with respect of the

user): the main GUI (Graphical User Interface) of the Suite and the internal

interface (hereinafter Front End Server) with the inner infrastructure.

4. Conclusions and Future Developments

DAME is an evolving platform and new modules and specific workflows as

well as additional features are continuously added. The modular architec-

ture of DAME can also be exploited to build applications, finely tuned to

specific needs. Examples available so far and accessible through the DAME

website, being VOGCLUSTERS (Virtual Observatory Globular Clusters),

a VObs web application aimed at collecting and make available all existing

data on galactic globular clusters for data and text mining purposes, and

NExt-II (Neural Extractor) for the segmentation of wide field astronomical

images. The main product I a Data Mining Web Application suite avaialbe

at address: http://dame.dsf.unina.it/beta info.html

Moreover, it is foreseen the introduction of MPI (Message Passing inter-

face) technology, by investigating its deployment on a multi-core platform,

based on GPU+CUDA computing technique.15 This could improve com-

puting efficiency in data mining models, such as Genetic Algorithms, natu-

rally implementable in a parallel way. In conclusion, we are confident that

DAME may represent what is generally considered an important element

of e-science: a stronger multi-disciplinary approach based on the mutual in-

teraction and interoperability between different scientific and technological

fields (nowadays defined as X-Informatics, such as Astro-Informatics).
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