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1 Introduction

I he present document is the user guide of the detimgrmodel SVM (Support Vector Machines), as
implemented by LibSVM [A13] and integrated into tB AMEWARE.This manual is one of the

specific guides (one for each data mining modellabi in the webapp) having the main scope to nshr

to understand theoretical aspects of the modehake decisions about its practical use in probleivirgy

cases and to use it to perform experiments thrahghwebapp, by also being able to select the right

functionality associated to the model, based upenspecific problem and related data to be exp|deed

select the use cases, to configure internal pasag)db launch experiments and to evaluate results.

The documentation package consists also of a genkraference manual on the webapp (useful also to
understand what we intend for association betweerufctionality and data mining model) and a GUI
user guide, providing detailed description on howd use all GUI features and options.

So far, we strongly suggest to read these two margaand to take a little bit of practical experience
with the webapp interface before to explore specifi model features, by reading this and the other
model guides.

All the cited documentation package is available rm the address
http://dame.dsf.unina.it’/dameware.htmhere there is also the direct gateway to the wapp.

As general suggestion, the only effort requiredtite end user is to have a bit of faith in Artificia
Intelligence and a little amount of patience taheaasic principles of its models and strategies.

By merging for fun two famous commercial taglines say: Think different, Just do it!
(casually this is an example déta (text) mining..!)
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2 SVM Model Theoretical Overview

This paragraph is intended to furnish a theoretedrview of the SVM model, associated to single o
multiple functionality domains, in order to be usedperform practical scientific experiments withch
techniques. An overview of machine learning anccfimmality domains, as intended in DAME Project can
be found in [A18].

2.1 SVM Classification

Support vector machines (SVM) are a group of supedvlearning methods that can be applied to
classification or regression. In a short periodiroe, SVM found numerous applications in a lot cikstific
branches like physics, biology, chemistry.
» drug design (discriminating between ligands andigands, inhibitors and noninhibitors, etc.),
* quantitative structure-activity relationships (QSA#here SVM regression is used to predict various
physical, chemical, or biological properties),
e chemometrics (optimization of chromatographic sef@an or compound concentration prediction
from spectral data as examples),
» sensors (for qualitative and quantitative predicfilom sensor data),
» chemical engineering (fault detection and modetihopdustrial processes),
e text mining (automatic recognition of scientifiddnmation)
* etc.
SVM models were originally defined for the clagsifiion of linearly separable classes of objects. dfy
particular set of two-class objects, an SVM finds unique hyperplane having the maximum margin. H3
(green) doesn't separate the 2 classes. H1 (bhes) dvith a small margin and H2 (red) with the maxin
margin.
X_A

2 H H,
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Fig. 1 H3 (green) doesn't separate the 2 classedl thlue) with a small margin and H2 (red) with the
maximum margin.
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The hyperplane H1 defines the border with clas®bjécts, whereas the hyperplane H2 defines theebord
with class 1 objects. Two objects from class +lindethe hyperplane H1, and three objects from class
define the hyperplane H2. These objects, repredenside circles in Figure, are called support @extA
special characteristic of SVM is that the soluttona classification problem is represented by tiygpert

vectors that determine the maximum margin hypegplan

Fig. 2 representation of support vectors

In a plane, combinations of three points from twasses can be separated with a line. Four poimisotde
separated with a linear classifier.

e/0 oN® |0 O | @ & g\O | 0/@

o o O ® [
@ /0 | O\ ©® ® /O e o o
_.--'-'-'-—'—_-
O O o) ®/ o O O| o\ @

Fig. 3 Not all the points combinations may be sepated by a linear classifier

SVM can also be used to separate classes thattda@rseparated with a linear classifier. In sudesathe
coordinates of the objects are mapped into a featpace using nonlinear functions called featunetfans
¢. The feature space is a high-dimensional spaaghich the two classes can be separated with arlinea

classifier.

DAMEWARE Bet a Rel ease SVM Model User Manual

This document contains proprietary information of DAME project Board. All Rights Reserved.



DAta Mining & Exploration

Program
input space S §:| ; %\V‘

Fig. 4 how the feature function works

The nonlinear feature functiapcombines the input space (the original coordinatethe objects) into the
feature space, which can even have an infinite oiéoa. Because the feature space is high dimerisibisa
not practical to use directly feature functiojign computing the classification hyperplane. Indietihe
nonlinear mapping induced by the feature functicngomputed with special functions called kernels.

Kernels have the advantage of operating in thetiapace, where the solution of the classificatioobfem
is a weighted sum of kernel functions evaluatetti@support vectors.

Input space Output space

Feature space

Fig. 5 relation between input and output space (bthe mediation of the feature space)

Principle of Support Vector Machines
(SVM)

Input Space Feature Space
Fig. 6 another representation of the mapping work

The LibSVM implementation of SVM we use has 4riads:
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o linear: K(x; x;) = xij.
nomial: K(x. %) = (vx:Txs 4 714~ =
¢ polynomial: A(x;, %) = (7" x5 +7)°, v > 0.
o radial basis function (RBF): K(x;,x;) = exp(—7||x; — xj||2‘;|. ~ = 0.

o sigmoid: K(x;.x;) = ranhlfffxgrxj + 7).

To illustrate the SVM capability of training nondiar classifiers, consider the patterns from Taltés is a
synthetic dataset of two-dimensional patterns, ghesi to investigate the properties of the SVM
classification method. In all figures, class +1tgats are represented by + , whereas class -Irmiee
represented by black dots. The SVM hyperplaneas/drwith a continuous line, whereas the marginthef
SVM hyperplane are represented by dotted linesp&tiprectors from the class +1 are represented as +
inside a circle, whereas support vectors from tagsc-1 are represented as a black dot insidela cir

Pattern X1 X Class
1 2 4.5 1
2 2.5 2.9 1
3 3 1.5 1
4 3.6 0.5 1
5 4.2 2 1
6 3.9 4 1
7 5 1 1
8 0.6 1 -1
9 1 4.2 -1

10 1.5 2.5 -1

11 1.75 0.6 -1

12 3 5.6 -1

13 4.5 5 -1

14 5 4 -1

15 5.5 2 -1

bir Polynomial Degre2
s @,

Polynomiagitee = 3 Polynomial degree = 10
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Radial Basis Function Gamma = 0.5

As we can see the linear kernel doesn’t worksimekample, the other 4 tests discriminate pegfe¢b# two
classes but we can see that solutions are quiieratit each other, is important have a test setrder to
choose the best one and avoid the over — fitthng other bad news is that kernel functions (extreptinear
one) are not properly functions but family of fuoas so we need to try various parameters (usealled
Hyper Parameter) to make the best choice

2.1.1 C-Support Vector Classification (C-SVC)

Given training vectors € R™.i =1,....1. in two classes, and a ve¥ € R'such that¥ € {1.—1}
C-SVC (Boser et al., 1992; Cortes and Vapnik, 13@bjes the following primal problem:

3 l T -~y ~
min SWW + C E &

' b,E 2
Wk =1
subject to s (Wl +b)>1— &4,

LG=z0i=1,....L

It's dual is:
: 1 1, T
min - Jox — e’ «x
(a3 2
subject to }'T() =,
0<a <C, =1,..., l

where e is the vector of all ones, C > 0 is theenfigound,

Q is an | by | positive semi-definite matri Qu = Yy K (. x4).

K (x4, %) = o(x)To(xy)

and is the kernel.

Here training vectors;are mapped into a higher (maybe infinite) dimemaicpace by the functian The
decision function is:

s2n (Z Yo W (X, x) + b)

=1
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2.1.2 v-Support Vector Classification ¢-SVC)

The v-support vector classification (Scholkopf et al00Q) uses a new parametemwhich controls the
number of support vectors and training errors. pliametewr € (0; 1] is an upper bound on the fraction of
training errors and a lower bound of the fractibsupport vectors.

Given training vectors;x R™i = 1,...,l, in two classes, and a vectoe R such that ye{1, -1} the primal
form considered is:

i
. 1, 1
min W' W—vp+— E &
w.b&p 2 1

=1
subject to  y(w' @(x,) +b) = p—&,

L20i=1,....l.Lp=0.
The dual is:

1
min 2u Qo

subject to 0 < ay < 1/1, i=1....,1,

efazv. ya=0.

where Q4 = vy K (X, X4).

The decision function is:

1
sgn (Z Yo W (X, X) + b)

=1

2.1.3 Distribution Estimation (One-Class SVM)

One-class SVM was proposed by Scholkopf et al. 1288 estimating the support of a high-dimensional
distribution. Given training vectors xR"; i = 1,..., | without any class information, themel form in
(Scholkopf et al., 2001) is:

!

, 1 R
min W W — — i
w,bEp 2 P v —1 N

subject to \\-'T:;‘njxfjn = p—&,
E=20i=1,...,L
The dual is:
, 1 )
min =a’Qa
subject to D<as<1/(wl).i=1,....1,

e’ =1.

where Q, = K(x,,x,) = ¢(x,)T o(x,).
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2.2 SVM Regression

Support vector machines were extended by Vapnikrdgression The learning set of patterns is used to
obtain a regression model that can be represestedtabe with radius e (Hyper — Parameter) fittethe
data. In the ideal case, SVM regression finds atfan that maps all input data with a maximum deerae
from the target (experimental) values. In this cadletraining points are located inside the regi@s tube.
However, usually, it is not possible to fit all thatterns inside the tube and still have a meaningbdel.

For the general case, SVM regression considerstiieagrror for patterns inside the tube is zeroenahs
patterns situated outside the regression tube &aweeror that increases when the distance to tieernargin
increases

Fig. 7 the hypertube

A linear function is clearly inadequate for thead®t from the table below , so we will not presiet
SVMR model for the linear kernel. Patterns are @sented by +, and support vectors are represested a
inside a circle. The SVM hyperplane is drawn witltantinuous line, whereas the margins of the SVM
regression tube are represented by dotted linegr&8eexperiments with different kernels showed tha
degree 2 polynomial kernel offers a good modetties dataset, and we decided to demonstrate theeinde

of the tube radius e for this kernel. When the mpeter is too small, the diameter of the tubdse amall
forcing all patterns to be situated outside theetuh this case, all patterns are penalized wittalae that
increases when the distance from the tube’s mangrneases.

No Substituent X ClogP log 1/1Csq
1 H 4,50 7.38
2 C,Hs 4.69 7.66
3 (CH»)»CHj3 5.22 7.82
4 (CH,)2CHj; 5.74 8.29
5 (CH»)4CHj3 6.27 8.25
6 (CH,)sCH; 6.80 8.06
7 (CH3)-CHj 7.86 6.77
8 CHMe, 5.00 7.70
9 CHMeCH,CH; 5.52 8.00

10 CH,CHMeCH, CMes 7.47 7.46

11 CH;-cy-CsH; 5.13 7.82

12 CH,CH,-cy-CeHy 7.34 7.75

13 CH,COOCH,CHs 4.90 8.05

14 CH,CO,CMe; 5.83 7.80

15 (CH,)sCOOCH,CHs, 5.76 8.01

16 CH,CH,CgH;s 6.25 8.51

€=0.05 €=0.1

10
DAMEWARE Bet a Rel ease SVM Model User Manual

This document contains proprietary information of DAME project Board. All Rights Reserved.



DAta Mining & Exploration
Program

€=0.3 €=05

We can see how the variation of the radius chatigesurvature

Polynomial Degree= &G= 0.1 Radial Basis Functigrn= 0.5¢ = O.i

Using more complex kernel, the shape of the HypegTahanges a lot.

2.2.1 e-Support Vector Regression -SVR)

Given a set of data points, {6@), ... , (%; z)}, such that xe R"is an input and;z R" is a target output, the
standard form of support vector regression (Vaph@@8) is:

l l
min —“ Tw+C E &L+ C E &
w.bE £°
=1 =1
subject to \\vroyx;p +b—z <e+ &,

2 —Wlo(x)—b<e+ &

The dual is:

. 1 v
min Snju —a' ) Qlaa—a®)+ ¢ E (g + af )+ E 2loy —af)
o tx & ’:1 221

i

subject to Y (& —a) =0,0<a.af <Ci=1,... 1,
i=1

where Qg = K(x, %) = ¢(x)7 d(x;).
2.2.2 v-Support Vector Regression¥ -SVR)

Similar tov-SVC, for regression, Scholkopf et al. (2000) ugammeter to control the number of
support vectors. However, unlike -SVC, wherev replaces with C, here replaces with the
parametet of e-SVR. The primal form is:

11
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i
. 1 7 1
min —w'w + Clve + — £, 4+ £*
whEge 2 (' l ;(*‘ &)
subject to (W' p(x,) +b) — % < €+ &
2 — (Who(xg) +b) < e+&,

And the dual is:

. 1
min ;(n - a‘)TQ((t —a' )+ 72 (a —a*)
e 3\ , . . . .

subject to e (a—a*) =0, e (a +a*) < Cw,

0<agal <CA, i=1,...1,
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2.3 SVM Practical Rules

The practice and expertise in the machine learmadels, such as SVM, are important factors, corfriom

a long training and experience within their usearentific experiments. The speed and effectivenésise
results strongly depend on these factors. Unfotaiypahere are no magic ways to a priori indicie best
configuration of internal parameters, involvingwetk topology and learning algorithm.

But in some cases a set of practical rules to ddfgst choices can be taken into account.

2.3.1 Scaling

Scaling before applying SVM is very important. Partof Sarle's Neural Networks FAQ Sarle (1997)
explains the importance of this and most of consiitens also apply to SVM. The main advantage of
scaling is to avoid attributes in greater numeaiocges dominating those in smaller numeric rangasther
advantage is to avoid numerical difficulties dgrthe calculation. Because kernel values usualhede on

the inner products of feature vectors, e.g. thedlirkernel and the polynomial kernel, large attabealues
might cause numerical problems. We recommend linsaaling each attribute to the range [1;+1] orlp

Of course we have to use the same method to setigraining and testing data. For example, suppiuese
we scaled the rst attribute of training data frd;$10] to [1;+1]. If the first attribute of tesgrdata lies in
the range [11;+8], we must scale the testing dafa.f,+0.8].

2.3.2 Grid Search

We recommend a grid-search on the parameters teéved reasons for that:

One is that, psychologically, we may not feel sadeuse methods which avoid doing an exhaustive
parameter search by approximations or heuristiee.dther reason is that the computational timeiredquo
find good parameters by grid-search is not muchentiban that by advanced methods since there aye onl
few parameters

3 Use of the web application model

The Support Vector Machines are a very common siget machine learning architectures used in many
application fields. It is especially related to sddication and regression problems, and in DAMEsit
designed to be associated with such two functigndémains. The description of these two functidies is
reported in the Reference Manual [A18], availabberf webapp menu or from the intro web page.

In the following are described practical informatito configure the network architecture and theniea
algorithm in order to launch and execute sciensesand experiments.

13
DAMEWARE Bet a Rel ease SVM Model User Manual

This document contains proprietary information of DAME project Board. All Rights Reserved.



FEE—
WARE &/

Lmr—rv/w ’f-"-l Wy M-:;en; \‘nun-\T-:l

DAta Mining & Exploration
Program

3.1 Use Cases

For the user the SVM system offers four use cases:

e Train
e Test
¢ Run
 Full

As described in [A19] a supervised machine learmimudel like SVM requires different use cases, well
ordered in terms of execution sequence. A typioatgete experiment with this kind of models corssiat
the following steps:

1. Train the network with a dataset as input, containinthboput and target features; then store as
output the final weight matrix (best configuratiohnetwork weights);

2. Testthe trained network, in order to verify trainingatjty (it is also included the validation step,
available for some models). The same training eatas a mix with new patterns can be used as
input;

3. Run the trained and tested network with datasets oontpONLY input features (without target
ones). In this case new or different input dataeareouraged, because the Run use case implies to
simply execute the model, like a generic statictiom.

TheFull use case includes Train and Test cases. It caxdmited as an alternative to the sequence of the
two use cases. In this sense it is not to be cereidas a single step of the sequence.

14
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We also remark that massive datasets to be us#tkeiwvarious use cases are (and sometimes must be)
different in terms of internal file content repretgion. Remind that in all DAME models it is pddsito
use one of the following data types:

» ASCIl (extension .dat or .txt): simple text filergaining rows (patterns) and columns (features)
separated by spaces, normally without header;

« CSV (extension .csv): Comma Separated Values fithere columns are separated by commas;

« FITS (extension .fits): tabular fits files;

e VOTABLE (extension .votable): formatted files coniag special fields separated by keywords
coming from XML language, with more special keywsdkfined by VO data standards;

For training and test cases a correct dataseiniilst contain both input and target features (coB)mmith
input type as the first group and target type aditial group.

= xnr.csv]
1,0,
0,0,0
01,4
gl

Fig. 8 - The content of the xor.csv file used aspnt for training/test use cases

As shown in Fig. 8, the xor.csv file for traininggt uses cases has 4 patterns (rows) of 2 inpuirésa(first
two columns) and one target feature (third coluniie target feature is not an input information the
desired output to be used in the comparison (cationl of the error) with the model output during a
training/test experiment.

o ey | [ somr nmcav 1

Fig. 9 - The content of the xor_run.csv file usedsainput for Run use case

In Fig. 9, the xor_run.csv file is shown, valid pribr Run use case experiments. It is the sameontsv
except for the target column that is not presehts Tile can be also generated by the user staftorg the
xor.csv. As detailed in the GUI user Guide [A19k user may in fact use the Dataset Editor optudribe
webapp to manipulate and build datasets startmmg fiploaded data files.

15
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3.3 Output

In terms of output, different files are obtainedpdnding on the specific use case of the experiment
In the case oflassificationfunctionality, the following output files are obtad in all use cases:

TRAIN TEST FULL RUN
Svm_TRAIN.log Svm_TEST_mse Svm_FULL mse Svm_RUNSssta
Svm_TRAIN_ weights Svm_TEST _stats Svm_FULL _stats SRIN_output.dat
Svm_TRAIN params.xm| Svm_TEST output.dat Svm_FULtpat.dat Svm_RUN.log

Svm_TEST.log Svm_FULL.log Svm_RUN_params.xml
Svm_FULL confusionMatrix Svm_FULL weights
Svm_TEST_ params.xml Svm_FULL_confusionMatrilx

Svm_FULL params.xml

Tab. 1 — output file list in case of classificatiolype experiments

In the case ofegressionfunctionality, the following output files are obrtad in all use cases:

TRAIN TEST FULL RUN
Svm_TRAIN.log Svm_TEST_mse Svm_FULL_mse Svm_RUNssta
Svm_TRAIN_weights Svm_TEST stats Svm_ FULL stats SRN_output.dat
Svm_TRAIN params.xm| Svm_TEST output.dat Svm_FULutpat.dat Svm_RUN.log

Svm_TEST.log Svm_FULL.log Svm_RUN_params.xml
Svm_TEST_ outputPlot.jpeg Svm_ FULL weights
Svm_TEST_params.xml Svm_FULL_outputPlot.jpeg

Svm_FULL params.xml

Tab. 2 — output file list in case of regression tygexperiments

3.4 Train Use case

In the use case namedrain”, the software provides the possibility to traivetSVM. The user will be able
to adjust parameters, set training parameterdraeing dataset, manipulate the training datasdtexecute
the training experiments.

There are several parameters to be set to achiaieént), dealing with network topology and learning
algorithm. In the experiment configuration theraliso the Help button, redirecting to a web pag#icdged
to support the user with deep information aboupaithmeters and their default values.

We remark that all parameters labeled by an aktaris considered required. In all other casesiéhdsfcan
be left empty (default values are used).

3.4.1 Regression with SVM — Train Parameter Specificatios

In the case of Regression_SVM with Train use dasehelp page is at the address:
http://dame.dsf.unina.it/svm_help.html#regr_train
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Input dataset
this parameter is a field required!

This is the dataset file to be used as input for the learning phase of the model. It typically
must include both input and target columns, where each row is an entire pattern (or sample
of data). The format (hence its extension) must be one of the types allowed by the
application (ASCII, FITS, CSV, VOTABLE).

kernel type
This is the kernel type selection parameter. It defines the kind of the projection function used

to define the support vectors in the parameter space. Take care of this choice. If left empty,
the default is radial basis function.

0 O linear: u'*v
0 1 polynomial: (gamma*u'*v + coef0)~degree
0 2 radial basis function: exp(-gamma*|u-v|"2)
0 3 sigmoid: tanh(gamma*u'*v + coef0)

svim type

this parameter is a field required!
It indicates the possible choice between two different regression model engines:

0 3 epsilon-SVR
0 4 nu-SVR

gamma

It is one of the parameters included into the kernel definition function. It can be a positive
real number. If left empty, the default value is 0.

degree

It is one of the parameters included into the kernel definition function. If left empty, the
default value is 3

coeff 0

This is one of the kernel parameters. If left empty, the default value is 0

17
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error tolerance

This is the threshold of the learning loop. This is the stopping criteria of the algorithm.

If left empty the default value is 0.001

C

This is the penalty parameter of the epsilon-SVR model engine. If left empty, its default is 1.
nu

It is the nu-SVC and one-class SVM model engine parameter. If left empty the default value is
0.5

epsilon
Loss function in the epsilon-SVR. If left empty the default value is 0.001
shrinking

It is a flag indicating whether to use or not the shrinking heuristics, to speed up the
algorithm. The default value is 1 (enabled)

Classification with SVM — Train Parameter Specificdions

In the case of Classification_SVM with Train usseahe help page is at the address:
http://dame.dsf.unina.it/svm_help.html#class_train

Input dataset

this parameter is a field required!

This is the dataset file to be used as input for the learning phase of the model. It typically
must include both input and target columns, where each row is an entire pattern (or sample
of data). The format (hence its extension) must be one of the types allowed by the
application (ASCII, FITS, CSV, VOTABLE).

kernel type

This is the kernel type selection parameter. It defines the kind of the projection function used
to define the support vectors in the parameter space. Take care about this choice. If left
empty, the default is radial basis function. Following options are:

0 O linear: u'*v
18
DAMEWARE Bet a Rel ease SVM Model User Manual

This document contains proprietary information of DAME project Board. All Rights Reserved.



- -
WARE &/

E.— i ‘Tﬁﬂ;’v‘:”’.m;‘h‘““'

DAta Mining & Exploration
Program

0 1 polynomial: (gamma*u'*v + coef0)~degree
0 2 radial basis function: exp(-gamma*|u-v|"2)
0 3 sigmoid: tanh(gamma*u'*v + coef0)
* svm type
It indicates the possible choice between three different model engines:
o 0 C-SvC
0 1 nu-SVvC

0 2 one-class SVM

First two types are two different implementation types with the same behavior. Third one is
particularly useful for the outliers search. The default is 0 (C-SVC).

e gamma

It is one of the parameters included into the kernel definition function. It can be a positive
real number. If left empty, the default value is 0.

e degree

It is one of the parameters included into the kernel definition function. If left empty, the
default value is 3

» coeff 0
This is one of the kernel parameters. If left empty, the default value is 0
* error tolerance
This is the threshold of the learning loop. This is the stopping criteria of the algorithm.
If left empty the default value is 0.001
e C
This is the penalty parameter of the C-SVC model engine. If left empty, its default is 1.
* nu

It is the nu-SVC and one-class SVM model engine parameter. If left empty the default value is
0.5

e weight
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This parameter must be selected only in case of C-SVC choice. It represents the weight of the
stopping penalty parameter.

It is a multiplicative factor for the penalty parameter C (C*weight).

If users leaves empty this parameter field, the default value is set to 1

¢ shrinking

It is a flag indicating whether to use or not the shrinking heuristics, to speed up the
algorithm. The default value is 1 (enabled)

3.5 Test Use case
In the use case namedést’, the software provides the possibility to test BVM. The user will be able to
use already trained SVM models, their weight canfigions to execute the testing experiments.

In the experiment configuration there is also thpHbutton, redirecting to a web page dedicatesbfgport
the user with deep information about all parameterstheir default values.

We remark that all parameters labeled by an aktares considered required. In all other casesiéhdsfcan
be left empty (default values are used).

3.5.1 Regression with SVM — Test Parameter Specifications

In the case of Regression_SVM with Test use chsdh¢lp page is at the address:
http://dame.dsf.unina.it/svm_help.html#regr_test

e Input Dataset

this parameter is a field required!

Dataset file as input. It is a file containing all input columns and the single target column.

It must have the same number of input and target columns as for the training input file.

For example, it could be the same dataset file used as the training input file.

¢ Model File

this parameter is a field required!
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It is a file generated by the model during training phase. It contains the resulting network
topology as stored at the end of a training session. Usually this file should not be edited or
modified by users, just to preserve its content as generated by the model itself. The
extension of such a file is usually .model
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3.5.2 Classification with SVM — Test Parameter Specificabns

In the case of Classification_SVM with Test usee¢déise help page is at the address:
http://dame.dsf.unina.it/svm_help.html#class_test

e Input Dataset
this parameter is a field required!
Dataset file as input. It is a file containing all input columns and the single target column.
It must have the same number of input and target columns as for the training input file.
For example, it could be the same dataset file used as the training input file.

¢ Model File
this parameter is a field required!
It is a file generated by the model during training phase. It contains the resulting network
topology as stored at the end of a training session. Usually this file should not be edited or

modified by users, just to preserve its content as generated by the model itself. The
extension of such a file is usually .model

3.6 Run Use case

In the use case nameRUN”, the software provides the possibility to run ®€¢M. The user will be able to
use already trained and tested SVM models, theighteonfigurations, to execute the normal experitae
on new datasets.

In the experiment configuration there is also thlepHbutton, redirecting to a web page dedicatesufport
the user with deep information about all parameterstheir default values.

We remark that all parameters labeled by an aktares considered required. In all other casesiéhesfcan
be left empty (default values are used).

3.6.1 Regression with SVM — Run Parameter Specifications

In the case of Regression_SVM with Run use casehélp page is at the address:
http://dame.dsf.unina.it/svm_help.html#regr_run

e Input Dataset

this parameter is a field required!
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Dataset file as input. It is a file containing only input columns (without target column).
It must have the same number of input columns as for the training input file.

For example, it could be the same dataset file used as the training input file, BUT WITHOUT
THE TARGET COLUMN.

Model File

this parameter is a field required!

It is a file generated by the model during training phase. It contains the resulting network
topology as stored at the end of a training session. Usually this file should not be edited or

modified by users, just to preserve its content as generated by the model itself. The
extension of such a file is usually .model

3.6.2 Classification with SVM — Run Parameter Specificatbns

In the case of Classification_SVM with Run use ¢#se help page is at the address:
http://dame.dsf.unina.it/svm_help.html#class_run

Input Dataset

this parameter is a field required!

Dataset file as input. It is a file containing only input columns (without target column).

It must have the same number of input columns as for the training input file.

For example, it could be the same dataset file used as the training input file, BUT WITHOUT
THE TARGET COLUMN.

Model File

this parameter is a field required!

It is a file generated by the model during training phase. It contains the resulting network
topology as stored at the end of a training session. Usually this file should not be edited or

modified by users, just to preserve its content as generated by the model itself. The
extension of such a file is usually .model

23

DAMEWARE Bet a Rel ease SVM Model User Manual

This document contains proprietary information of DAME project Board. All Rights Reserved.



.
WARE &/

{b‘mrjv/w s oy A% Acsuorwe Wrrees Y i

DAta Mining & Exploration
Program

3.7 Full Use case
In the use case nameBdll”, the software provides the possibility to perfoantomplete sequence of train
and test cases with the SVM.

In the experiment configuration there is also thlepHbutton, redirecting to a web page dedicatesufport
the user with deep information about all paramedecstheir default values.

We remark that all parameters labeled by an aktaris considered required. In all other casesiéhdsfcan
be left empty (default values are used).

3.7.1 Regression with SVM — Full Parameter Specifications

In the case of Regression_SVM with Full use cdsehelp page is at the address:
http://dame.dsf.unina.it/svm_help.html#regr_full

e Training Set
this parameter is a field required!
This is the dataset file to be used as input for the learning phase of the model. It typically
must include both input and target columns, where each row is an entire pattern (or sample
of data). The format (hence its extension) must be one of the types allowed by the
application (ASCII, FITS, CSV, VOTABLE).

* Test Set

this parameter is a field required!

Dataset file as test input. It is a file containing all input columns and the single target
column.

It must have the same number of input and target columns as for the training input file.
For example, it could be the same dataset file used as the training input file.
e kernel type

This is the kernel type selection parameter. It defines the kind of the projection function used
to define the support vectors in the parameter space. Take care of this choice. If left empty,
the default is radial basis function.

0 O linear: u'*v
0 1 polynomial: (gamma*u'*v + coef0)~degree
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0 2 radial basis function: exp(-gamma*|u-v|"2)
0 3 sigmoid: tanh(gamma*u'*v + coef0)
e svm type

this parameter is a field required!

It indicates the possible choice between two different regression model engines:
0 3 epsilon-SVR
0 4 nu-SVR

e gamma

It is one of the parameters included into the kernel definition function. It can be a positive
real number. If left empty, the default value is 0.

e degree

It is one of the parameters included into the kernel definition function. If left empty, the
default value is 3

« coeffO
This is one of the kernel parameters. If left empty, the default value is 0
* error tolerance
This is the threshold of the learning loop. This is the stopping criteria of the algorithm.
If left empty the default value is 0.001
+ C
This is the penalty parameter of the epsilon-SVR model engine. If left empty, its default is 1.
* nu

It is the nu-SVC and one-class SVM model engine parameter. If left empty the default value is
0.5

e epsilon
Loss function in the epsilon-SVR. If left empty the default value is 0.001
* shrinking
It is a flag indicating whether to use or not the shrinking heuristics, to speed up the

algorithm. The default value is 1 (enabled)
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3.7.2 Classification with SVM — Full Parameter Specificaions

In the case of Classification_SVM with Full useaabe help page is at the address:
http://dame.dsf.unina.it/svm_help.html#class_full

¢ Training Set
this parameter is a field required!
This is the dataset file to be used as input for the learning phase of the model. It typically
must include both input and target columns, where each row is an entire pattern (or sample
of data). The format (hence its extension) must be one of the types allowed by the
application (ASCII, FITS, CSV, VOTABLE).

e Test Set

this parameter is a field required!

Dataset file as test input. It is a file containing all input columns and the single target
column.

It must have the same number of input and target columns as for the training input file.

For example, it could be the same dataset file used as the training input file.

¢« kernel type

This is the kernel type selection parameter. It defines the kind of the projection function used
to define the support vectors in the parameter space. Take care of this choice. If left empty,
the default is radial basis function.

0 linear: u'*v

1 polynomial: (gamma*u'*v + coef0)~degree
2 radial basis function: exp(-gamma*|u-v|~2)
3 sigmoid: tanh(gamma*u'*v + coef0)

¢ svm type

O O o o

It indicates the possible choice between three different model engines:

o 0 C-SvC
o 1 nu-SvC
0 2 one-class SVM

26
DAMEWARE Bet a Rel ease SVM Model User Manual

This document contains proprietary information of DAME project Board. All Rights Reserved.



- -
WARE &/

k,. . ‘_"‘1"/‘?"?’”‘"’ Mnm;\’)xv\\-\l‘

DAta Mining & Exploration
Program

First two types are two different implementation types with the same behavior. Third one is
particularly useful for the outliers search. The default is 0 (C-SVC).

+ gamma

It is one of the parameters included into the kernel definition function. It can be a positive
real number. If left empty, the default value is 0.

e degree

It is one of the parameters included into the kernel definition function. If left empty, the
default value is 3

» coeff 0
This is one of the kernel parameters. If left empty, the default value is 0
* error tolerance
This is the threshold of the learning loop. This is the stopping criteria of the algorithm.
If left empty the default value is 0.001
. C
This is the penalty parameter of the C-SVC model engine. If left empty, its default is 1.
* nu

It is the nu-SVC and one-class SVM model engine parameter. If left empty the default value is
0.5

e weight

This parameter must be selected only in case of C-SVC choice. It represents the weight of the
stopping penalty parameter.

It is a multiplicative factor for the penalty parameter C (C*weight).
If users leaves empty this parameter field, the default value is set to 1
¢ shrinking

It is a flag indicating whether to use or not the shrinking heuristics, to speed up the
algorithm. The default value is 1 (enabled)
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4 Examples

This section is dedicated to show some practicaiges of the correct use of the web application.

Not all aspects and available options are repoltetia significant sample of features useful fagibeers of
DAME suite and with a poor experience about dataimgi methodologies with machine learning algorithms
In order to do so, very simple and trivial problemi be described.

4.1 Classification Seyfert 1 vs Seyfert 2

This is a classification problem in the datasethaee 2 classes (stated as 1 and 0) and 13 features.

Seyferts were first classified as Type 1 or 2, delpgg upon whether the spectra show both narrow and
broad emission lines (Type 1), or only narrow lif€gpe 2). They are now given a fractional classaition
depending upon the relative strengths of the naaogvbroad components (e.g. Type 1.5 or Type 4]9}.[

is believed that Type 1 and Type 2 galaxies amssence the same, and they only differ due tortgke aat
which they are observed. This is known as Seyfeititation theory. In Type 2 Seyferts it is believthat

the broad component is obscured by dust and/oubyiewing angle on the galaxy. In some Type 2 8eyf
galaxies, the broad component can be observedanized light; it is believed that light from thedad-line
region is scattered by a hot, gaseous halo suriegrttie nucleus, allowing us to view it indirectljhis
effect was first discovered by Antonucci and Mililetthe Type 2 Seyfert NGC 1068.

AGNss were classified by Sorrentino et al. (Theiremment of active galaxies in the SDSS-DR4) as ibyl
FWHM(Ha) > 1.5 FWHM([OIII]A5007), or as Sy2 otherwise. We also classifiedydsall the emission-line

galaxies having at leastoHand [OIlI]A5007 emission-lines with FWHM(@) > 1200 km s-1 and

FWHM([OIII] A5007) < 800 km s-1, independent of line ratios:séhémits were empirically found by
looking at the distribution of the FWHMSs and examthe spectra.

Our dataset is the join of the public catalogue
http://www.mpa-garching.mpg.de/SDSS/DR4/Data/agogtie.html

that contains the subset of 88178 emission linaxged from the stellar mass catalogue that arsitiles as
AGN as described in Kauffmann et al 2003, MNRAS6,34055, "The host galaxies of active galactic
nuclei" and the one obtained by Sorrentino et al.

The features columns are:

1. petroR50 u
2. petroR50 g
3. petroR50 r
4
5

. petroR50 i
. petroR50 z
6. concentration index r
7. z phot corr
8. fibermag r
. (u — g)dered)
10. (g — r)dered)
11. (r — i)dered)
12. (i — z)dered)
13. deredr

[(e]
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All the previous columns are extracted from thetphwtric SDSS catalogues with the exception of the
column 7 (z phot corr) that is a photometric evaturaof the Redshift obtained By D'Abrusco et(@lining

the SDSS archive. |I. Photometric redshifts in tharby universe., arXiv:astro-ph/0703108v2 9 MafQ?2))
The target column is a flag, 1 if an object is @@}y object (according Sorrentino et al.) or a TpwEbject.

As first case, we will use the SVM model associatethe classification functionality.
The starting point is to create a new workspacamats5VMExp and to populate it by uploading the file:

« seyfert.csv CSV full dataset containing all the objects withtures and target vector

DAME Application Logout: L
App Manuals = Model Manuals Cloud Services « Scence Cases ™ Docurnants v Info >
RESOURCE MANAGER | Uplead In SVMExp Workspace £
Workspace ~ File Manager
— fnl'crrkspace:
New Workepace SVMExp. i i i
Dow ‘¢ Edit Filz Type  Lastéccess W Dele
¢ Rename Workspacs i Upload o Experimenl 3 Delete
= a2 . ” z w
" ol == " =1 sayfericsy =24 EN0-12-08
& SVMExp = = /| x = &
' v My Experiments
I‘-'.l'r:rrlua;bzu.‘.e.'
SVUExp
Experiment Siatus Last Access X Delete

No items to show

Fig. 10 — The starting point, with a Workspace (SVNExp) created and the data file uploaded
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4.1.1 Classification SVM — Creation of Train, Test and Run set

In order to make this experiment we need to créstalatasets for the various use cases so less prethe
edit button on the left of the seyfert.csv filele File Manager panel

Workspace: SVMExp

Configurafio
File: seyfert csv i f

« Operation Description = aK
It creates & new file; cantaining only
PERuE Selerton the selected columns: petraRS0_u Double =
It creates 5 new fils, containing the 2 petroR530_g Doubic *n 9
Columnz Ordering new _nrdet_'lng of c.ulumn§. as 3 petraRSD Dauble
specified in the column figids
W creates & new file; cantaining the * petroRS0_t Daouble -
Sort Rows by Column sorted rows, by specifying the 5 petroRsn = Double File Hame : TRAMN
column reference index — -
- ] concentration.  Double 0
Colurin Shuffie It creates s new fils, containing o
shuffled celumns T z_phot_corr Double s}
Row Shirffie It creates 5 new file, cantaining 3 fibermag_r Double % =
shuffied rows
g -0 Double
It creates as many new files-as I
desired, edch containing the specified | 10 o-r Doubie
Spiit by Rows percentane of rows. The rows 1" i Double File Name': | TEST
disiribution can be randomiy
axiracted. 12 kE Double
“*lUse only numerical Dataset™ 13 dered 1 Double
It creates a new file, containing all -
Tlazel Smle dats scaled In the ssiscted rangs (-1, 14 tipal Short

Fig. 11 - Split by Rows

We need to choose the “Split by Rows” operatiowrier to obtain two subsets, in the right paneh tive
can configure this operation, we choose for th&t Bubset the name TRAIN and 80% of the dimengian,
second subset will be named TEST and take the nimga20%

*  File Manager

florkspace:
SVMExD

Dow \ge Edit i Type | LastAcoess
= -

i . seyfertcsy csv  2010-12-08
i lv spiit20, TEST csv  2010-12-08

Il'—":_ l@" spiit30_TRAIN csv  2010-12-08

Fig. 12 - Splitted datasets

Now in the File Manager we can find our two subsetsneed another file for the Run case, we cam taé
Test set without the last column (target vectar)psess on the edit button on the left of split2BST
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| RESOURCE MANAGER | File Editor [

Workspace: SWMExp
e S - TEST
| & Operation

Feature Selection
Columns Ordering
Sort Rows by Column

Column Shuifle

Row Shufile

Split by Rows

Data=et Scale

|Configuration
Cescription
It creates-a new fils, confaining anly @]
{hie selected columns. | —!_ 1
It creates a new file, containing the | W] 2
new grdering of columns; s |
5 v L 3
specifisd in the column fislds l E‘
It creéates a new filg, containing the | Il =
sorted raws, byspecifying the | ] 5
calumn reference indax. I %
! &
It ereate=s a new fie, containing | ._J
shuffied columns | #1 T
It creates a new fils, containing | [ a
shuffied rows I @l
o] 2
It creates as many new files a5 : | i
desired, each containing the specified | ] 10
percentage of rows: The ows =
distribution can be randomby ' E‘ i
exfracted | ¥ 12
=*ize only numerical Dataget™ | [ 13
lkcreates a new file, .containing all | : &
data scaled in the selecled range (-1, | |_] 14

Fig. 13 - Feature selection

| Fl | column k& Calumn

petroRs
petroR5
petroRs
ben-uﬂm
petroRs!
concant
= ohot_

fibermag

b

T

=

I
dersd r

tipo1
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Type
Douible
Double

Double
Oadible
Double

Double
Dolible
Double
Double
Double
Dotible
Short

| output i Ok 1
File - RUN| I =
Mame

This time we need to make a Feature Selection,essealect all the column with the exception of thet bne
and give the RUN name to the file and here we eartlse new File Manager:

| v File Manager
:'H'lf-orkspﬂl:ﬂ:

{5 Dow| g Edit File

jll @ columnSubset AUN
E1 @ sayferf.cev
B @ we
E1 @ spits0_TRAIN

Type  LastAccess

csv  Z10-1Z-08

czv  210-12-08

c=y 20001208

czv  210-12-08

Fig. 14 - The produced Run Set
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4.1.2 Classification SVM — Train use case

Let suppose we create an experiment nassgdertTrain and we want to configure it. After creation, the
new configuration tab is open. Here we selgkissification_SVM as couple functionality-model of the
current experiment and we select alsain as use case.

AESOURCE MANAGER | Experiment Setup £

Selects [ etk I Selects Running [— T
= ; Classification_SWW w = [Train w
Functionality ! Mode; ;| L

*= Field is Required Input Dataset”: .-'SDIﬂEI]_TR'—'tji.l‘J. T el
, kemnel type
@ sy type
GRMME
degres
coeffl:

error tolerance -
c:

i

weight label

shrinking :

Submit

Fig. 15 — The seyfertTrain experiment configurationtab

Now we have to configure parameters for the expanimin particular, we will leave empty the notuggqd
fields (labels without asterisk).

The meaning of the parameters for this use caselegeribed in previous sections of this documeist. A
alternative, you can click on the Help button ttoaid detailed parameter description and their defalues
directly from the webapp.

We need just to give split80_TRAIN as input dataset
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i .’l' Experiment Finished
ok |
v My Experiments
;Wcrrkspaue:
:SVHE:-CE
Experimenl Status Last Access
f  =eyferiTrain ended 2M0-12-0a

Fig. 16 — The seyfertTrain experiment status aftesubmission

v My Experiments

Workspace:
‘SVMExp
‘ Experiment Status Last Access XK Delete
4 seyfertTrain ended 2011-05-31 *
Download AddinWS File

Type  Description

- svm_TRAIN.log txt  log file

D D

svm_TRAIN_weights svm  model file

|
i
A

SVM_Train_params.xml xml  Experiment Configuration File

Fig. 17 — The seyfertTrain experiment output files

The content of output files, obtained at the endhefexperiment (available when the status is “dfjde
shown in the following.

The file sym_TRAIN_weights contains the topologyttid svm model and the “support vectors” retrielgd
the algorithm:
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pvm_tvpe c_sve

kernel type rbf

gamma 0.07652307692307693
nr_class 2

total_sv 855

rho 0.878853313659398

label 0 1

probk -1.6591144414568746

probB 0.4112262539118618

nr_sv 427 428

5V

1.0 1:2.98987934 2:3.26498723 3:3.083676 4:2.7884176 5:2.583206
6:0.33331323 7:0.0511677594 8:17.54045 9:1.45666259599999%
10:0.719877599999999%6 11:0.446237 12:0.29616500000000023 13:15.655557
1.0 1:2.9750006 2:3.75008%2 3:3.6670167 4:3.4655538 5:3.3231199
6:0.3816999 7:0.080045864 8:18.145997 9:1.5674470000000014
10:0.83488170000000004 11:0.44479699595999944 12:0.3312640000000009
13:15.855777

1.0 1:1.2115157 2:1.15815 3:1.1400326 4:1.1477162 5:1.1264284
6:0.38862574 7:0.059009977 £8:17.39233 9:1.51253%90000000003
10:0.6746285999999995 11:0.34969300000000203 12:0.19137599999999821
13:16.670805

1.0 1:0.7758318 2:0.7151856 3:0.7481465 4:0.7117787 5:0.7008405
6:0.46411586 7:0.14799978% 8:17.5416% 9:2.29492898999999%98 10:1.128456
11:0.39285899999999785 12:0.3726230000000008 13:17.438332

1.0 1:4.5174656 2:3.461485 3:3.0866225 4:2.7874756 5:2.3104877
6:0.30233362 7:0.072881484 8:17.71745 9:1.6488758999999978
10:0.8305710000000026 11:0.4135169959999988 12:0.239349700000000034

Fig. 18 - SVM File Model

4.1.3 Classification SVM — Test use case

The file svm_TRAIN_weights can be copied into theut file area Kile Manager) of the workspace, in
order to be re-used in future experiments (for ganin this case the test use case). This is becius
represents the stored brain of the network, trainezhlculate the seyfert 1 — 2 separation function

v File Manager

Workspace:
SVMExp

Dow \g¢ Edit File Type Last Access A Dele
B &
L; ) \& seyfert.csv csv  2011-05-30 %

a
-
-\
-\

columnSubset_seyfert.csv csv  2011-05-30 *

split20_TEST.csv csv  2011-05-30 %

l«f 3 \Q splt80_TRAIN.csv csv  2011-05-30 *

svm_TRAIN_weights svm  2011-05-31 %

Fig. 19 — The file “svm_TRAIN_weights” copied in tle WS input file area for next purposes

So far, we proceed to create a new experiment, damdertTest to verify the training of the network. We
will use the file split20_TEST that we create beftrrough file editing options.
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Workspace: SVMExp
Experiment: seyferiTest

Functionality :

RESOURCE MANAGER | File Editor E3 | File Editor E3

Select a Running Test
Mode: :

Select a [0, ssification_SVM -
* = Field is Required

DAta Mining & Exploration

Program

File Editor £3 @ Experiment Setup £3

Input Dataset* : |/spit20_TEST.csv v

Model File* : /svm_TRAIN_weights v

Submit

Fig. 20 — The seyfertTest experiment configuratiotab (note “svm_TRAIN_weights” file inserted)

After execution, the experimeseyfertTestwill show the output files available.

L

v My Experiments
Workspace:
SVMExp
Experiment

b seyfertTrain

4 seyfertTest

{~! Download AddinWS

i nyuaR A iy
i

Status

ended

ended

File

svm_TEST_mse

svm_TEST_stats

svm_TEST_output.dat

svm_TEST.log

svm_TEST_confusionMatrix

Last Access ¥ Delete

2011-05-31 x
2011-05-31 x

Type  Description

txt  mse beetween target and output vector

txt statistics about target and output vector

m

ascii  output and target vector of the test set

txt log file

txt confusion matrix

Fig. 21 — The seyfertTest experiment output filedile hames may change)
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4.1.4 Classification SVM — Full use case

If an automatic sequence of train and test usesdasdesired, it is possible to execute an experirhg

choosing Full as use case.
In this case, we create a new experiment, naxoeéull , where we have to select parameters for both train

and test use cases.
At the end, we obtain the output files of the ekpent, in which both training and test outputs present.

4.1.5 Classification SVM — Run use case

Usually after some train with different paramet@rg for example to set in the train gamma3125 and
C=512.0001 and see what change in the final test output)dgbewtill certificate to you if the SVM so trained
solves your problem then you have to apply it tadar with you don’t have the target vector in @rdo
make new discovery, this is the Run use caseotapply the model previously trained to the Runsstilve
obtained before.
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5 Appendix — References and Acronyms

Abbreviations & Acronyms

A&A Meaning A&A Meaning
Al Artificial Intelligence KDD Knowledge Discoverin Databases
ANN Artificial Neural Network IEEE Institute of Etgrical and Electronic
Engineers
ARFF Attribute Relation File Format INAF Istitutoaldionale di Astrofisica
ASCII American Standard Code for JPEG Joint Photographic Experts Group
Information Interchange
BoK Base of Knowledge LAR Layered Application Artdtture
BP Back Propagation MDS Massive Data Sets
BLL Business Logic Layer MLP Multi Layer Perceptron
CE Cross Entropy MSE Mean Square Error
Csv Comma Separated Values NN Neural Network
DAL Data Access Layer OAC Osservatorio Astronomico di
Capodimonte
DAME DAta Mining & Exploration PC Personal Compute
DAPL Data Access & Process Layer Pl Principal Itigesor
DL Data Layer REDB Registry & Database
DM Data Mining RIA Rich Internet Application
DMM Data Mining Model SDSS Sloan Digital Sky Survey
DMS Data Mining Suite SL Service Layer
FITS Flexible Image Transport System SW Software
FL Frontend Layer Ul User Interface
FW FrameWork URI Uniform Resource Indicator
GRID Global Resource Information Database VO VirtDbservatory
GUI Graphical User Interface XML eXtensible Marklignguage
HW Hardware

Tab. 3 — Abbreviations and acronyms
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Reference & Applicable Documents

ID Title / Code Author Date

R1 |“The Use of Multiple Measurements in Taxonori&onald Fisher 1936
Problems”, in Annals of Eugenics, 7, p. 179—188

R2 | Neural Networks for Pattern RecognitionOxford | Bishop, C. M. 1995
University Press, GB

R3 | Neural Computation Bishop, C. M., Svensen, M. & Williams, 1998

C.K. I

R4 | Data Mining Introductory and Advanced Topicsgiice- | Dunham, M. 2002
Hall

R5 | Mining the SDSS archive I. Photometric Redshiftshe | D’Abrusco, R. et al. 2007
Nearby Universe.Astrophysical Journal Vol. 663, pp.
752-764

R6 | The Fourth Paradigm Microsoft research, RedmondHey, T. et al. 2009
Washington, USA

R7 | Artificial Intelligence, A modern Approach. Sexb ed. | Russell, S., Norvig, P. 2003
(Prentice Hall)

R8 | Pattern Classification, A Wiley-Interscience kediion, | Duda, R.O., Hart, P.E., Stork, D.G. 2001
New York: Wiley

R9 | Neural Networks - A comprehensive Foundatiorgo&d | Haykin, S., 199¢
Edition, Prentice Hall

R10 | A practical application of simulated annealing to Donald E. Brown D.E., Huntley, C. L.: 1991
clustering.Pattern Recognition 25(4): 401-412

R11 | Probabilistic connectionist approaches for the desif | Babu G. P., Murty M. N. 1993
good communication codd®roc. of the IJICNN, Japan

R12 | Approximations by superpositions of sigmoidal fiot. | Cybenko, G. 1989
Mathematics of Control, Signals, and Systems, 2:303,
no. 4 pp. 303-314

Tab. 4 — Reference Documents
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ID Title / Code Author
Al | SuiteDesign_VONEURAL-PDD-NA-0001-Rel2.0 DAME Wang Group
A2 | project_plan_VONEURAL-PLA-NA-0001-Rel2.0 Brescia
A3 | statement_of work VONEURAL-SOW-NA-0001-Rel1.0 eBcia
A4 | SVM_user_manual_VONEURAL-MAN-NA-0002-Rel1l.0 DAM®&orking Group
A5 | pipeline_test VONEURAL-PRO-NA-0001-Rel.1.0 D'Adsico
A6 | scientific_example_ VONEURAL-PRO-NA-0002-Rel.1.1 D'Abrusco/Cavuoti
A7 | frontend VONEURAL-SDD-NA-0004-Rell.4 Manna
A8 | FW_VONEURAL-SDD-NA-0005-Rel2.0 Fiore
A9 | REDB_VONEURAL-SDD-NA-0006-Rell1.5 Nocella
A10 | driver_VONEURAL-SDD-NA-0007-Rel0.6 d'Angelo
All | dm-model VONEURAL-SDD-NA-0008-Rel2.0 Cavuoti/Di Gia
Al12 | ConfusionMatrixLib_ VONEURAL-SPE-NA-0001-Rell.)  Canti
Al13 | LIBSVM: a Library for Support Vector Machines Ch@hung Chang, Chih Jen Lin
Al4 | A practical guide to support vector classification C.-W. Hsu, C.-C. Chang, C.-J. Lin
A15 | dm_model VONEURAL-SRS-NA-0005-Rel0.4 Cavuoti
A16 | FANN_MLP_VONEURAL-TRE-NA-0011-Rel1.0 Skordovski, Leno
Al17 | DMPlugins_ DAME-TRE-NA-0016-Rel0.3 Di Guido, Biga
Al18 | BetaRelease_ ReferenceGuide DAME-MAN-NA-0009-| Brescia
Rell.0
Al19 | BetaRelease GUI_UserManual DAME-MAN-NA-0010-Brescia
Rell.0

Tab. 5 — Applicable Documents
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19/02/2008
30/05/2007
12/10/2007
17/07/2007
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