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1 Introduction

I he present document is the user guide of the datamgnmodels GSOM (Gated Self Organizing
Maps) and CSOM (Clustering Self Organizing Maps, implemented and integrated into the
DAMEWARE. They are two customized versions of SOFS$elf Organizing Feature Maps) algorithm,
dedicated to clustering functionality on FITS imag€SOM) and also on text files (GSOM). Optionally,
embedded into the user parameters, there is ats@dhsibility to execute hierarchical clusteringlled
MLC (Multi Layer Clustering), in which different ustering models can be layered to realize a maltipl
gated network.

This manual is one of the specific guides (oneefch data mining model available in the webapp)ngav
the main scope to help user to understand thealedgpects of the model, to make decisions abeut it
practical use in problem solving cases and to use perform experiments through the webapp, by als
being able to select the right functionality asated to the model, based upon the specific prolaach
related data to be explored, to select the usescaseonfigure internal parameters, to launch gxpnts
and to evaluate results.

The documentation package consists also of a genkraference manual on the webapp (useful also to
understand what we intend for association betweerufctionality and data mining model) and a GUI
user guide, providing detailed description on howd use all GUI features and options.

So far, we strongly suggest to read these two marlgaand to take a little bit of practical experience
with the webapp interface before to explore specifi model features, by reading this and the other
model guides.

All the cited documentation package is available bm the address
http://dame.dsf.unina.it/dameware.htmhere there is also the direct gateway to the keetvebapp.

As general suggestion, the only effort requiredtite end user is to have a bit of faith in Artificia
Intelligence and a little amount of patience tamelaasic principles of its models and strategies.

By merging for fun two famous commercial taglines say: Think different, Just do it!
(casually this is an example déta (text) mining..!)
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2 SOFM Model Theoretical Overview

This paragraph is intended to furnish a theoretis@rview of the SOFM model (hereinafter terms SOFM
and SOM will be considered synonyms), that is #erence machine learning algorithm whose custom
implementation has been adopted in the CSOM e GSfdels plugged into the DAMEWARE web
application.

A self-organizing map (SOM) or self-organizing fe& map (SOFM) is a type of artificial neural
network that is trained using unsupervised leartingproduce a low-dimensional (typically two-
dimensional), discretized representation of theuingpace of the training samples, called a mapt- Sel
organizing maps are different from other artifiai@ural networks in the sense that they use a bergbod
function to preserve the topological propertiethefinput space

Main differencebetween SOM and SOFM models is that the latteriregjio specify number of clusters to
be found as input. It is a sort of driven trainimdyere the output neuron layer try to distributestdrs in the
resulting map. SOM original algorithm does not fiegsuch information and proceeds by itself witk th
cluster assignment.

This model stems from Kohonen [R5] and builds upariier work of Willshaw and von der Malsburg [R6].
The model is similar to the (much later developgel)ral gas model since a decaying neighborhooderang
and adaptation strength are used. An importanerdifice, however, is the topology which is const@ito

be a two-dimensional grid and does not change duself-organization This makes SOMs useful
for visualizing low-dimensional views of high-dim&anal data.

009!

—
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Fig. 1 — the typical SOFM/SOM network
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Like most artificial neural networks, SOMs operatdwo modes: training and mapping. Training builds
map using input examples. It is a competitive psscealso called vector quantization. Mapping
automatically classifies a new input vector.

A typical Kohonen SOM architecture consists of apuit layer connected to a output layer (Two-
dimensional Kohonen layer) via a Kohonen Connemtmisisting of Kohonen Synapses. Each neuron in a
Kohonen Layer is associated with a unique set ebrdmates in two-dimensional space, and hence is
referred to as a Position Neuron. The input laygh \' input neurons is fed with n-dimensionalunplata
one by one. The output layer organizes itself ppagent the inputs. Hence the name 'self-organiniag.

The usual arrangement of nodes is a regular spatiadiexagonal or rectangular grid. The self-orgag

map describes a mapping from a higher dimensionaltispace to a lower dimensional map space. The
procedure for placing a vector from data space tramap is to first find the node with the closgsight
vector to the vector taken from data space. Oreeltsest node is located it is assigned the vdioasthe
vector taken from the data space.
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While it is typical to consider this type of netwaostructure as related to feedforward netwavkere the
nodes are visualized as being attached, this ty@eabitecture is fundamentally different in arrangent
and motivation.

Useful extensions include usihgroidal grids where opposite edges are connectdduaing large numbers
of nodes. It has been shown that while self-orgagimaps with a small number of nodes behave iraa w
that is similar to K-means, larger self-organizingaps rearrange data in a way that is fundamentally
topological in character.

The objective of SOM training is to ensure thafedt#nt parts of the network respond similarly tmir
input vectors. So, the training mainly involves lgnimg the behavior of the network for a trainirgngple
and adjusting the weights of synapses to ensutethbanetwork exhibits a similar behavior for a ik&m
input. The training procedure involves followingss.

» Initialize the weights to small random values;
» Choose a random training sample, assign the inpator to the input neurons and run the network;
» The output of a neuron in output layer represehts gimilarity between its weight vector (source
synapse weights) and the input vector. The outputam which has the highest output value is
declared as thevinner neuronfor current input;
» Calculate the distance of each output neuron froewtinner using a Neighborhood function;
» Update the weights of synapses using following éitae (This adjusts the weights corresponding to
winner and its neighbors such that, a neuron ctosthe current winner wins for a similar input):
o Similarity = difference between source neurons ougnd the synapse weight;
0 Weight change = (learning_rate * neighborhood vatigarget neuron) * similarity;
» Similarly, train all samples in a random order. $htompletes ongaining cycle (or Training
Epoch);
» Repeat the steps to complete the specified nunitk@imng epochs.

The trained SOM maps any input vector to a winreuran, which can be interpreted as the position of
vector in two-dimensional space [R7].

e) 2500 signals f1 10000 signals 1 10000 signals h Voronoi regions

Fig. 2 — Example of a SOFM simulation for a simpleing-shaped data distribution [R7]
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3 Use of the web application model

The SOM is one of the most common unsupervisedahaochitectures used in many application fieldss |
especially related to clustering problems, and IAME it is designed to be associated with such
functionality domain. The description of this fuiotiality is reported in the Reference Manual [A18],
available from webapp menu or from the beta intetr\page.

In the following are described practical informatito configure the network architecture and thenieg
algorithm in order to launch and execute sciensesand experiments.

There are two models available in the webapp. Bbtthem were extracted from an astronomical pigelin
for image segmentation, called NEXT-Il, designedd armdeveloped by DAME team (cfr.
http://dame.dsf.unina.it/next.ntml The modules extracted have been plugged irdtoDAMEWARE by
using an internal software integration wrappingteysand available as two clustering methods froen th
GUI.

The two models are:

» CSOM: specialized for clustering of FITS imagesngsihe tool NEXTII (library implemented in
C++);

» GSOM: gated model for clustering on generic typeatasets (not only FITS images, but also FITS
tabular or CSV data files);

3.1 Use Cases

For the user the two models, CSOM and GSOM, offerd use cases:

e Train
¢ Test
¢ Run
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3.2 Input

We also remark that massive datasets to be us#tkeiwvarious use cases are (and sometimes must be)
different in terms of internal file content repretgion. Remind that in all DAME models it is pddsito
use one of the following data types:

» ASCIl (extension .dat or .txt): simple text file rgaining rows (patterns) and columns (features)
separated by spaces, normally without header;

« CSV (extension .csv): Comma Separated Values fithere columns are separated by commas;

« FITS (extension .fits): image or tabular fits files

e VOTABLE (extension .votable): formatted files coniag special fields separated by keywords
coming from XML language, with more special keywsdkfined by VO data standards;

Depending on different use cases and experimemesuser should be able to perform a setup of many
parameters and input/output files, without needetoompile the code.

In order to implement this requirement, a set plitvoutput files has been designed.

3.3 GSOM I/O Files

3.3.1 Train Use Case

3.3.1.1 Input Files

As input to the program (depending on specificaase) the user must provide following setup files:
e input dataset(input data).

3.3.1.1.1 Input Dataset

The input dataset represents the input patterbe fwrocessed for both training and/or run phadessd data
must be submitted as ASCII, CSV, DAT TXT and maye &SOM model. The input file contains patterns
with columns separated by spaces. Each patternimausted in as a row vector. All patterns mustdfe¢he
same size.

3.3.1.2 Output Files
As output from the program, for GSOM training, pdms following files:

» GSOM_Train_weights.log: this file contains the weights associated tortberons of the net;
 GSOM_Train_network_configuration.log: this file is useful for run use case and contaihthe
parameter of configured network;

v' row 1: status boolean keys associated as folloanfigurationWait, configuring,
firstTrainingWait, training , trained

row 2: values oflayersNumbeandinput pattern length

row 3: type ofClusteringNN modelised;

row 4: status boolean keys associated as folloanfigurationWait, configuring,
firstTrainingWait, training , trained

row 5: values of input pattern length andmber of clusters usddr train;

row 6: values ofinitial and final learning rateandnumber of iterations

A NN N NN
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v" row 7: values ofinitial and final variance androws and columnsumber of map of
network;

v' the other row: alternately, the file specifies tipattern lengthand thewveight
vectorfor each neuron of network;

e GSOM_Train_status.log this file contains all parameters of configuregeriments and error in case of
failure;
e GSOM_Train_params.xml: this file contains all configuration parametef&xperiment.

3.3.2 Run Use Case

3.3.2.1 Input Files

As input to the program the user must provide foillg setup files:

e input dataset(input data): the same type of file used on traise;
» configuration file of network: the output “GSOM_Train_network_configuration.fogbtained by train
use case and added to the workspace of experiment.

3.3.2.2 Output Files

As output from GSOMun use case, the program provides following files:

e GSOM_Run_weights.log: this file contains the weights associated tortberons of the net; the file
settings are the same of train use case;
e GSOM_Ruin_network_configuration.log: this file is useful for run use case and contailhthe
parameter of configured network ; the file setsiage the same of train use case;
» GSOM_Run_status.log this file contains all parameters of experimamd error in case of failure; the
file settings are the same of train use case;
» GSOM_Run_ output_results.log this file contains the really output of the expent:
v Column 1: label ofwinner clusteffor the input pattern;
v" Column 2: index of input pattern;
v' Column 3: input pattern length;
v" Other columns: values of input pattern;
e GSOM_Run_plot_clusters.jpeg image obtained by "GSOM_Run_output_results.log”;
GSOM_Run_clusters_count.logthis file contains, for each cluster, the numbfgpattern associated
during the clustering and the percentage of assorian respect to total number of patterns;
v" Column 1: label of cluster;
v" Column 2: total number of pattern associated for the elyst
v" Column 3: percentage of association;
GSOM_Run_params.xmit this file contains all configuration parameteus the experiment;

3.3.3 Test Use Case

3.3.3.1 Input Files

As input to the program the user must provide foillg setup files:

* input dataset(input data): the same type of file used on traise;

» configuration file of network: the output “GSOM_Train_network_configuration.logy”
“GSOM_Run_network_configuration.log” obtained bgitr or run use case and added to the workspace of
experiment.

3.3.3.2 Output Files

As output from GSOM test use case, the programigees\following files:

« GSOM_Test_network_configuration.log this file is useful for run use case and contailhthe
parameter of configured network ; the file setsirge the same of train use case;
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» GSOM_Test_status.logthis file contains all parameters of experimamd error in case of failure; the
file settings are the same of train use case;

» GSOM_Test_weights_|_dataset.logthis file contains the weights associated tortherons of the net
used for the first dataset; the file settings heedame of train use case;

» GSOM_Test_weights_|lI_dataset.log this file contains the weights associated tortherons of the net
used for the second dataset; the file settingsh@eame of train use case;

e GSOM_ Test output_results_| dataset.loghis file contains the output of the experimenttloe first
dataset;

e GSOM_ Test output_results_Il_dataset.logthis file contains the output of the experimenttioe
second dataset;

» GSOM_Test_plot_clusters_|_dataset.jpegmage obtained by
"GSOM_Run_output_results_|_dataset.log

» GSOM_Test plot_clusters_ll_dataset.jpegimage obtained by
"GSOM_Run_output_results_Il_dataset.log”;

» GSOM_Test_clusters_count_|_dataset.laghis file contains, for each cluster, the numbfgpattern
associated during the clustering and the percertbgssociation on respect to total number of pagtef
first dataset;

v" Column 1: label of cluster;
v' Column 2: total number of pattern associated for the elyst
v" Column 3: percentage of association;

« GSOM _Test_clusters_count_Il_dataset.logthis file contains, for each cluster, the numbigpattern
associated during the clustering and the percertbgssociation on respect to total number of pagtef
second dataset;

v" Column 1: label of cluster;
v' Column 2: total number of pattern associated for the elyst
v" Column 3: percentage of association;

e GSOM_Test overlap_dataset.datthis file contains patterns of overlapping betwéest dataset and

second dataset; the two dataset are obtained ityngpthe input dataset;

» GSOM_statistical_output this file contains the following results:

v" Column 1: Label of cluster;

v" Column 2: occurrence of cluster on clustering first dataset;

v" Column 3: occurrence of cluster on clustering second dataset;
v Column 4: percentage of association.

3.4 CSOM I/O Files

3.4.1 Train Use Case
3.4.1.1 Input Files

As input to the program (depending on specificaase) the user must provide following setup files:
e input dataset(input data).

3.4.1.1.1 Input Dataset

The input dataset represents the input patterbe fwocessed for both training and/or run phadessd data
must be submitted FITS for CSOM model. The inpletdbntains a fits astronomical image or table.

3.4.1.2 Output Files
As output from the program, for CSOM training, po®s following files:

e« CSOM_Train_weights.log: this file contains the weights associated tortberons of the net;
10

DAMEWARE SOFM Mbdel User WManual

This document contains proprietary information of DAME project Board. All Rights Reserved.



ek

WARE 8 /:N DAta Mining & Exploration

Lk%r_nwﬂ;,vv,m.m-\'mn“u Progra m

« CSOM_Train_network_configuration.log: this file is useful for run use case and contaihthe
parameter of configured network;

v' row 1: status boolean keys associated as folloanfigurationWait, configuring,
firstTrainingWait, training , trained

v row 2: values ofayersNumbeandinput pattern length

v row 3: type ofClusteringNN modalised;

v' row 4: status boolean keys associated as folloanfigurationWait, configuring,
firstTrainingWait, training , trained

v row 5: values of input pattern length andmber of clusters usedr train;

v row 6: values ofinitial and final learning rateandnumber of iterations

v row 7: values ofinitial and final variance androws and columnsumber of map of
network;

v' the other row: alternately, the file specifies tipattern lengthand thewveight

vectorfor each neuron of network;

« CSOM_Train_status.log this file contains all parameters of configuregeriments and error in case of
failure;
e CSOM_Train_params.xml: this file contains all configuration parametef®xperiment.

3.4.2 Run Use Case
3.4.2.1 Input Files

As input to the program the user must provide feihg setup files:

e input dataset(input data): the same type of file used on traise;
« configuration file of network: the output “CSOM_Train_network_configuration.tfogbtained by train
use case and added to the workspace of experiment.

3.4.2.2 Output Files

As output from CSOMun use case, the program provides following files:

« GSOM_Run_weights.log: this file contains the weights associated tortberons of the net; the file
settings are the same of train use case;
e« CSOM_Ruin_network_configuration.log: this file is useful for run use case and contaihghe
parameter of configured network ; the file setsiage the same of train use case;
e CSOM_Run_status.log this file contains all parameters of experimamd error in case of failure; the
file settings are the same of train use case;
» CSOM_Run_ output_results.log this file contains the really output of the expent:
v Column 1: label ofwinner clusteffor the input pattern;
v" Column 2: index of input pattern;
v" Column 3: input pattern length;
v" Other columns: values of input pattern;
» CSOM_Run_plot_clusters.jpeg image obtained by "CSOM_Run_output_results.log”;
» CSOM_Run_clusters_count.logthis file contains, for each cluster, the numtbiigpattern associated
during the clustering and the percentage of assorian respect to total number of patterns;
v" Column 1: label of cluster;
v' Column 2: total number of pattern associated for the elyst
v" Column 3: percentage of association;
e CSOM_Run_params.xmt this file contains all configuration parametews the experiment;

11
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3.4.3 Test Use Case

3.4.3.1 Input Files

As input to the program the user must provide foillg setup files:

* input dataset(input data): the same type of file used on traise;

» configuration file of network: the output “CSOM_Train_network_configuration.log”
“CSOM_Run_network_configuration.log” obtained bgitr or run use case and added to the workspace of
experiment.

3.4.3.2 Output Files

As output from CSOM test use case, the programigesviollowing files:

» CSOM_Test_network_configuration.log this file is useful for run use case and contaihthe
parameter of configured network ; the file setsirge the same of train use case;

» CSOM_Test_status.logthis file contains all parameters of experimamd error in case of failure; the
file settings are the same of train use case;

» CSOM_Test_weights_|_dataset.logthis file contains the weights associated tortherons of the net
used for the first dataset; the file settings heedame of train use case;

e CSOM_Test weights_IllI_dataset.log this file contains the weights associated tortberons of the net
used for the second dataset; the file settingsh@eame of train use case;

e CSOM_Test_ output_results | dataset.loghis file contains the output of the experimenttbe first
dataset;

e CSOM_Test_ output_results Il dataset.logthis file contains the output of the experimenttie
second dataset;

» CSOM_Test_plot_clusters_|_dataset.jpegmage obtained by
"CSOM_Run_output_results_|_dataset.log;

» CSOM_Test_plot_clusters_ll_dataset.jpegimage obtained by
"CSOM_Run_output_results_II_dataset.log”;

» CSOM_Test_clusters_count_|_dataset.laghis file contains, for each cluster, the numbigpattern
associated during the clustering and the percertbgssociation on respect to total number of pagtef
first dataset;

v" Column 1: label of cluster;
v' Column 2: total number of pattern associated for the elyst
v" Column 3: percentage of association;

e CSOM_Test clusters_count_ll_dataset.logthis file contains, for each cluster, the numbfgpattern
associated during the clustering and the percertbgssociation on respect to total number of pagtef
second dataset;

v" Column 1: label of cluster;
v" Column 2: total number of pattern associated for the elyst
v' Column 3: percentage of association;

« CSOM_Test overlap_dataset.datthis file contains patterns of overlapping betwéest dataset and
second dataset; the two dataset are obtained ityngpthe input dataset;

« CSOM_statistical_output.log this file contains the following results:

Column 1: Label of cluster;

Column 2: occurrence of cluster on clustering first dataset;
Column 3: occurrence of cluster on clustering second dataset;
Column 4: percentage of association.

ANANENEN
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3.5 Output files table of CSOM and GSOM models

Use Case

TRAIN

RUN

TEST

Output Files

CSOM Model
CSOM _Train_status.log
CSOM_Train_weigths.log
CSOM _ Train_network_configuration.log
CSOM_Run__ status.log
CSOM_ Run_ network_configuration.log
CSOM_ Run_ weigths.log
CSOM_ Run_output_results.log
CSOM_ Run_clusters_count.log
CSOM__ Run_plot_clusters.jpeg
CSOM_Test_ status.log
CSOM_ Test_ network_configuration.log
CSOM_Test_statistical_output.log
CSOM_Test_overlap_dataset.dat
CSOM_ Test_ weigths_| dataset.log
CSOM_ Test_ weigths_Il_dataset.log
CSOM_ Test_ output_results_| dataset.log
CSOM_ Test_ output_results_Il_dataset.log
CSOM_ Test_ clusters_count_|_dataset.log
CSOM_ Test_ clusters_count_IlI_dataset.log
CSOM_ Test_ plot_clusters_| dataset.jpeg
CSOM_ Test_ plot_clusters_Il_dataset.jpeg

Tab. 1 — CSOM model output files table
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Use Case Output Files
GSOM Model
TRAIN GSOM_Train_status.log

GSOM_Train_weigths.log
GSOM __ Train_network_configuration.log
RUN GSOM_Run_ status.log
GSOM_ Run_ network_configuration.log
GSOM_ Run_ weigths.log
GSOM_ Run_output_results.log
GSOM__ Run_clusters_count.log
GSOM _ Run_plot_clusters.jpeg
TEST GSOM _Test_ status.log
GSOM_ Test_ network_configuration.log
GSOM _Test_statistical_output.log
GSOM_Test _overlap_dataset.dat
GSOM_ Test_ weigths_|_dataset.log
GSOM_ Test_ weigths_Il_dataset.log
GSOM_ Test_ output_results_| dataset.log
GSOM_ Test_ output_results_Il_dataset.log
GSOM_ Test_ clusters_count_|_dataset.log
GSOM _ Test_ clusters_count_Il_dataset.log
GSOM _ Test_ plot_clusters_|_dataset.jpeg
GSOM _ Test_ plot_clusters_Il_dataset.jpeg

Tab. 2 — GSOM model output files table
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3.6 TRAIN Use case

In the use case namedr&in”, the software provides the possibility to trairetSOFM model of NEXTII
library. The user will be able to set training paeders, set training dataset, manipulate the trgidataset
and execute the training experiments.

There are several parameters to be set to achiawvengy, dealing with network topology and learning
algorithm. In the experiment configuration theraliso the Help button, redirecting to a web pagiicdeed
to support the user with deep information aboupaftbmeters and their default values.

We remark that all parameters labeled by an aktares considered required. In all other casesiéhesfcan
be left empty (default values are used).

3.6.1 Clustering with CSOM model — Train Parameter Speciications

In the case of Clustering_ CSOM with Train use ctieehelp page is at the address:
http://dame.dsf.unina.it/clustering_csom.html#classn

e Input Dataset File
This parameter is a field required!
This is the dataset file to be used as input far barning phase of the model. It typically
must not include target columns, where each rownsentire pattern (or sample of data).
The format (hence its extension) must FITS-IMAGE.

« Number of clusters/neurons (I layer)
This parameter is a field required!
This is the number of neurons of the first layertbé Multi Layer network. As suggestion
this should be selected as an integer equal toreatgr than two neuronslote that
number of neurons corresponds to the number of seahed clusters.

*« Number of Iterations

This is the number of training iterations. As sug@ien this should be selected as an
integer greater than zero.

If left empty, its default value is 1000.
* Diameter

It is the pixel neighborhood diameter, As suggestibis should be selected as an integer
greater than two.
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If left empty, its default value is 3.
Number of Layers

This is the number of layers in case of choice m@rarchical Multi layer clustering
model. As suggestion this should be selected inteder range between 1 and 3.

If left empty, its default value is 1 (i.e. no mulayer clustering, but simple SOFM
model).

Initial variance (I layer)

This is the initial variance of first layer of hi@rchical Multi layer clustering model. As
suggestion this should be selected as real numbaatgr than 0 used on neighborhood
function.

If left empty, its default value is 4.0.

Final variance (I layer)

This is the final variance of first layer of hiecdwical Multi layer clustering model. As
suggestion this should be selected as Real numbetwden 0 and value of initial variance
of the first layer.

If left empty, its value default is 0.001.

Initial learning rate (I layer)

This is the initial learning rate of first layer dfierarchical Multi layer clustering model.
As suggestion this should be selected as real nurbbbwveen 0 and 1.

If left empty, its default value is 0.7.

Final learning rate (I layer)

This is the final learning rate of first layer ofelmarchical Multi layer clustering model.
As suggestion this should be selected as real nurabeveen 0 and 1 (including 0)
STRICTLY LESS than value of initial learning rate of the firstyler.

If left empty, its default value is 0.005.

Number of clusters/neurons (Il Layer)

This is the number of clusters/Neurons of secongidraspecified only in the case of

Multi layer clustering.
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As suggestion this should be selected as integerber greater than 2 less than number
of neurons of first layer and greater than numbeneurons of third layer (if specified).

However, this number is set to default value in tive following case:

1. the number of layers is equal to 2 and number afrnas of second layer is not
specified: in this case, its default value is 8;
2. the number of layers is equal to 2 and number afroas of second layer is
greater than number specified for first layer: st case, there are two solutions:
a. if number neurons of first layer is STRICTLY greatd&an 2, number of
neurons of second layer is obtained by decreasimghber of neurons in
the first layer;
b. if number neurons of first layer is equal to 2 (mimum required), uses the
following default values:
i. number neurons of first layer : 10;
ii. number neurons of second layer : 8.

* Initial variance (Il Layer)
This is the initial variance of first layer, spei@fl only in the case of Multi layer
clustering. As suggestion this should be selectedesl number greater than 0 used on
neighborhood function.
If left empty, its default value is 3.0.

* Final variance (Il Layer)
This is the final variance of second layer, spemifionly in the case of Multi layer
clustering. As suggestion this should be selectedesml number between 0 and value of
initial variance of the second layer.
If left empty, its default value is 0.001.

e Initial learning rate (Il Layer)

This is the initial learning rate of second layspecified only in the case of Multi layer
clustering. As suggestion this should be selectedesml number between 0 and 1.

If left empty, its default value is 0.7.
* Final learning rate (Il Layer)
This is the final learning rate of second layeresipied only in the case of Multi layer

clustering. As suggestion this should be selectgdesml number between 0 and 1
(including O)STRICTLY LESS than value of initial learning rate of the secdager.

17
DAMEWARE SOFM Mbdel User WManual

This document contains proprietary information of DAME project Board. All Rights Reserved.



| ey 7 el ——
bmrjviw'fv- MWy A ac e e Urer )

DAta Mining & Exploration

WARE &/
Program

If left empty, its default value is 0.005.

Number of clusters/neurons (Il layer)

This is the number of clusters/Neurons of third eayspecified only in the case of Multi
layer clustering.

As suggestion this should be selected as integerheu greater than 2 less than number
of neurons of second layer.

However, this number is set to default value in tiv® following case:

1. the number of layers is equal to 3 and number ofdthayer is not specified: in
this case, its default value is 4;

2. the number of layers is equal to 3 and humber afrnas of third layer is greater
than number specified for second layer or numben@ifrons of third layer is
greater than number specified for first layer omther of neurons of second layer
Is greater than number specified for first layen this case, there are two
solutions:

a. if number neurons of first layer is STRICTLY greatdan 4, number of
neurons of second layer is obtained by decreasinghber of neurons in
the first layer and number of neurons of third Iay® obtained by
decreasing number of neurons in second layer;

b. if number neurons of first layer is equal to 2 (mimum required), uses the
following default values:

i. number neurons of first layer : 10;
ii. number neurons of second layer : 8;
iii. number neurons of third layer : 4.

Initial variance (lll Layer)

This is the initial variance of third layer, speieil only in the case of Multi layer
clustering. As suggestion this should be selectedesml number greater than 0 used on
neighborhood function.

If left empty, its default value is 2.0.

Final variance (Ill Layer)

This is the final variance of third layer, specdienly in the case of Multi layer
clustering. As suggestion this should be selectedesl number between 0 and value of

initial variance of the third layer.

If left empty, its default value is 0.001.
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Initial learning rate (l1l Layer)

This is the initial learning rate of third layerpecified only in the case of Multi layer
clustering. As suggestion this should be selectedesml number between 0 and 1.

If left empty, its default value is 0.7.

Final learning rate (Il Layer)

This is the final learning rate of third layer, speed only in the case of Multi layer
clustering. As suggestion this should be selectedesml number between 0 and 1

(including O)STRICTLY LESS than value of initial learning rate of the thirayler.

If left empty, its default value is 0.005.

3.6.2 Clustering with GSOM — Train Parameter Specificatins

In the case of Clustering_ GSOM with Train use ctsehelp page is at the address:
http://dame.dsf.unina.it/clustering_gsom.html#claissn

Input Dataset File

This parameter is a field required!

This is the dataset file to be used as input fag barning phase of the model. It typically
must not include target columns, where each rowrisentire pattern (or sample of data).
The format (hence its extension) must be FITS-TABIASCII and CSV.

Number of clusters/neurons (I layer)

This parameter is a field required!

This is the number of neurons of the first layertbé Multi Layer network. As suggestion

this should be selected as an integer equal toreatgr than two neuronslote that

number of neurons corresponds to the number of seahed clusters.

Number of Iterations

This is the number of training iterations. As sugien this should be selected as an
integer greater than zero.

If left empty, its default value is 1000.
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Diameter

It is the pixel neighborhood diameter, As suggestibis should be selected as an integer
greater than two.

If left empty, its default value is 3.
Number of Layers

This is the number of layers in case of choice mrarchical Multi layer clustering
model. As suggestion this should be selected integer range between 1 and 3.

If left empty, its default value is 1 (i.e. no mulayer clustering, but simple SOFM
model).

Initial variance (I layer)

This is the initial variance of first layer of hi@rchical Multi layer clustering model. As
suggestion this should be selected as real numbsatgr than 0 used on neighborhood
function.

If left empty, its default value is 4.0.

Final variance (I layer)

This is the final variance of first layer of hiecdwical Multi layer clustering model. As
suggestion this should be selected as Real numbetwrden 0 and value of initial variance
of the first layer.

If left empty, its value default is 0.001.

Initial learning rate (I layer)

This is the initial learning rate of first layer dfierarchical Multi layer clustering model.
As suggestion this should be selected as real nurbbbwveen 0 and 1.

If left empty, its default value is 0.7.

Final learning rate (I layer)

This is the final learning rate of first layer ofelmarchical Multi layer clustering model.
As suggestion this should be selected as real nurabeveen 0 and 1 (including 0)
STRICTLY LESS than value of initial learning rate of the firstyler.

If left empty, its default value is 0.005.
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Number of clusters/neurons (Il Layer)

This is the number of clusters/Neurons of secongidraspecified only in the case of
Multi layer clustering.

As suggestion this should be selected as integerber greater than 2 less than number
of neurons of first layer and greater than numbeneurons of third layer (if specified).

However, this number is set to default value in tiv® following case:

1. the number of layers is equal to 2 and number afroas of second layer is not
specified: in this case, its default value is 8;
2. the number of layers is equal to 2 and number afroas of second layer is
greater than number specified for first layer: st case, there are two solutions:
a. if number neurons of first layer is STRICTLY greatdan 2, number of
neurons of second layer is obtained by decreasinmghber of neurons in
the first layer;
b. if number neurons of first layer is equal to 2 (nimum required), uses the
following default values:
i. number neurons of first layer : 10;
ii. number neurons of second layer : 8.

Initial variance (Il Layer)

This is the initial variance of first layer, spei@fl only in the case of Multi layer
clustering. As suggestion this should be selectedesl number greater than 0 used on
neighborhood function.

If left empty, its default value is 3.0.

Final variance (Il Layer)

This is the final variance of second layer, spemifionly in the case of Multi layer
clustering. As suggestion this should be selectedesml number between 0 and value of
initial variance of the second layer.

If left empty, its default value is 0.001.

Initial learning rate (Il Layer)

This is the initial learning rate of second layepecified only in the case of Multi layer
clustering. As suggestion this should be selectedesml number between 0 and 1.

If left empty, its default value is 0.7.
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« Final learning rate (Il Layer)

This is the final learning rate of second layeresified only in the case of Multi layer
clustering. As suggestion this should be selectedesml number between 0 and 1
(including 0)STRICTLY LESS than value of initial learning rate of the secdager.

If left empty, its default value is 0.005.
e Number of clusters/neurons (Il layer)

This is the number of clusters/Neurons of third eayspecified only in the case of Multi
layer clustering.

As suggestion this should be selected as integerber greater than 2 less than number
of neurons of second layer.

However, this number is set to default value in tive following case:

1. the number of layers is equal to 3 and number ofdthayer is not specified: in
this case, its default value is 4;

2. the number of layers is equal to 3 and number afroas of third layer is greater
than number specified for second layer or numben@ifrons of third layer is
greater than number specified for first layer omrmher of neurons of second layer
Is greater than number specified for first layen this case, there are two
solutions:

a. if number neurons of first layer is STRICTLY greatdan 4, number of
neurons of second layer is obtained by decreasinghber of neurons in
the first layer and number of neurons of third lay® obtained by
decreasing number of neurons in second layer;

b. if number neurons of first layer is equal to 2 (mimum required), uses the
following default values:

i. number neurons of first layer : 10;
ii. number neurons of second layer : 8;
iii. number neurons of third layer : 4.

e Initial variance (Il Layer)

This is the initial variance of third layer, speieil only in the case of Multi layer
clustering. As suggestion this should be selectedesml number greater than 0 used on
neighborhood function.

If left empty, its default value is 2.0.

22
DAMEWARE SOFM Mbdel User WManual

This document contains proprietary information of DAME project Board. All Rights Reserved.



ek

WARE 8 /:N DAta Mining & Exploration

Lk%r_nwﬂ;,vv,m.m-\'mn“u Progra m

e Final variance (Ill Layer)

This is the final variance of third layer, specdienly in the case of Multi layer
clustering. As suggestion this should be selectedesml number between 0 and value of
initial variance of the third layer.

If left empty, its default value is 0.001.
e Initial learning rate (Il Layer)

This is the initial learning rate of third layerpecified only in the case of Multi layer
clustering. As suggestion this should be selectedesml number between 0 and 1.

If left empty, its default value is 0.7.
* Final learning rate (Il Layer)

This is the final learning rate of third layer, gfeed only in the case of Multi layer
clustering. As suggestion this should be selectgdesml number between 0 and 1
(including O)STRICTLY LESS than value of initial learning rate of the thirayler.

If left empty, its default value is 0.005.

3.7 TEST Use case

In the use case named@iést’, the software provides the possibility to test gtability of SOFM model. As
known, in the unsupervised case, it cannot be gealthe training validation, in the same way asrnded
and formalized in the supervised case, but a stati®valuation about the stability of clusteringdifferent
training sessions can be approached, i.e. by tioltetvo separate training datasets, having a choserlap
percentage and comparing the training results mtwieem. This use case is offered as an optidmeto t
training use case. If the user select it, he mapsa to add a column to the original dataset. @dlismn

will have as label the train set cluster membership

The user will be able to use already trained CSOM &SOM models, their weight configurations to
execute the testing experiments.

In the experiment configuration there is also thpHbutton, redirecting to a web page dedicatesbfgport
the user with deep information about all parameterstheir default values.

We remark that all parameters labeled by an aktares considered required. In all other casesiéhesfcan
be left empty (default values are used).
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3.7.1 Clustering with CSOM — Test Parameter Specificatios

In the case of Clustering CSOM with Test use déeehelp page is at the address:

http://dame.dsf.unina.it/clustering _csom.html#classt

Input File Dataset

This parameter is a field required!

This is the dataset file to be used as input fog thsting. It typically must not include
target columns, where each row is an entire pattgrn sample of data). The format
(hence its extension) must FITS-IMAGE. For exampitecould be the same dataset file
used as the training input file.

Configuration file of trained net

This parameter is a field required!

This is a file generated by the model during tramiphase. It contains the resulting
network topology as stored at the end of a train$egsion. Usually this file should not be
edited or modified by users, just to preserve iwatent as generated by the model itself.

Splitting percentage of input dataset

This is a real number representing the splittingceatage of input dataset. As suggestion
this should be selected in a range between 1 ard 10

If left empty, its default value is 65.0 (%).

3.7.2 Clustering with GSOM — Test Parameter Specificatios

In the case of Classification_GSOM with Test ussecthe help page is at the address:
http://dame.dsf.unina.it/clustering_gsom.html#classt

Input File Dataset
This parameter is a field required!
This is the dataset file to be used as input far darning phase of the model. It typically

must not include target columns, where each rowrisentire pattern (or sample of data).
The format (hence its extension) must be FITS-TABIASCII and CSV
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Configuration file of trained net

This parameter is a field required!

This is a file generated by the model during tramiphase. It contains the resulting
network topology as stored at the end of a train$egsion. Usually this file should not be
edited or modified by users, just to preserve iwstent as generated by the model itself.

Splitting percentage of input dataset

This is a real number representing the splittingceatage of input dataset. As suggestion
this should be selected in a range between 1 ard 10

If left empty, its default value is 65.0 (%).
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3.8 RUN Use case

In the use case nameRUN", the software provides the possibility to exectitestering with SOFM models.
The user will be able to use already trained CS@M@SOM models to execute the normal experiments.

In the experiment configuration there is also thlepHbutton, redirecting to a web page dedicatesufport
the user with deep information about all paramedecstheir default values.

We remark that all parameters labeled by an aktaris considered required. In all other casesiéhdsfcan
be left empty (default values are used).

3.8.1 Clustering with CSOM — Run Parameter Specifications

In the case of Clustering_CSOM with Run use cdmehelp page is at the address:
http://dame.dsf.unina.it/clustering_csom.html#claga

« Input File Dataset
This parameter is a field required!
This is the dataset file to be used as input fog thsting. It typically must not include
target columns, where each row is an entire patt@n sample of data). The format
(hence its extension) must FITS-IMAGE. For exampitecould be the same dataset file
used as the training input file.

« Configuration file of trained net
This parameter is a field required!
This is a file generated by the model during tramiphase. It contains the resulting

network topology as stored at the end of a train$egsion. Usually this file should not be
edited or modified by users, just to preserve ibstent as generated by the model itself.

3.8.2 Clustering with GSOM — Run Parameter Specifications

In the case of Clustering_GSOM with Run use cédsehelp page is at the address:
http://dame.dsf.unina.it/clustering_gsom.html#class
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e Input File Dataset
This parameter is a field required!

This is the dataset file to be used as input far darning phase of the model. It typically
must not include target columns, where each rowrisentire pattern (or sample of data).
The format (hence its extension) must be FITS-TABIASCII and CSV

« Configuration file of trained net

This parameter is a field required!

This is a file generated by the model during tramiphase. It contains the resulting
network topology as stored at the end of a trainsegsion. Usually this file should not be
edited or modified by users, just to preserve ibstent as generated by the model itself

4 Examples

This section is dedicated to show some practicaigtes of the correct use of the web application.

Not all aspects and available options are repoltetia significant sample of features useful fagibeers of
DAME suite and with a poor experience about dataimgi methodologies with machine learning algorithms
In order to do so, very simple and trivial problewill be described.

Further complex examples will be integrated herénénext releases of the documentation.

4.1 Usage Example of Clustering_ GSOM

The problem can be stated as follows: we want ézabe experiment on WINE.CSV fileThese data are the
results of a chemical analysis of wines grown i@ $ame region in Italy but derived from three défe
cultivars. The analysis determined the quantitfes3cconstituents found in each of the three tygfesines.

The attributes are :

o Alcohol
Malic acid
Ash
Alcalinity of ash
Magnesium
Total phenols
Flavanoids
Nonflavanoid phenols
Proanthocyanins
Color intensity
Hue
OD280/0D315 of diluted wines
Proline

OO O0OO0OO0OO0OOOO0OOOO

! To see more information about wine.csv datasetttse link:http://archive.ics.uci.edu/ml/datasets/Wine
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All attributes are continuous but NOTE that firsfuunn on wine dataset is a class identifier (1k3)other
words each class identify a cultivars.

Clustering can be considered the most impomtastipervised learningroblem; so, as every other problem
of this kind, it deals with finding structurein a collection of unlabeled data.

A clusteris therefore a collection of objects which arariiéar” between them and are “dissimilar” to the
objects belonging to other clusters. In this cése,clusters can be associated to the differetitvard and
so, the problem is to associate the pattern of wataset to this clusters.

The starting point of experiment is to create a merkspace, namedLCSOMEXp , to populate it with the
file wine.csv CSV dataset file used on GSOM experiment.

MNew Workspace X
Mamea;

MLCSOMExp|

| oK || canecel |

Fig. 3 — The starting point, creation tab of New Wikspace

First of all, after uploading of the file, you netdmake the wine dataset useful in a clusterinmparent.

DAME Application - Usern: marisagg3073@amall com

Model Menuals = Cloud Services =

| RESDURCE MANAGER | Upload in MLCSOMExp Workspace £

Workspace: MLCSOMExp L;I;:bnct |'Hani Disk w | | GEY L8
rom: : S . o

| Scegli file | wine.csv

| Upioad File |
Note #
j ) Fie Submited
;V." Filz Uploaded: wine csv size: 10 kb

0K

Fig. 4 — Upload Manager Tab: uploading wine.csv fd

So, you must delete the first "target" column. Tdas be done through the application using fites Editor,
as shown:
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Model Manuals v Cloud Services v Science Cases *

EIRESOURGEMMLM;ER | Upload in MLCSOMExp Workspace [ "mesdim E:]\

Workspace: MLCSOMEsp Configuration

IFTle: Wine csv |
| finahiida
< Operation Description | [7| | Colemn || Column ~ Type |ttt | O |
i creates i, Contai T )
F e GrE .anﬂn , confaining only the selected F 4 = fiira) § |
It creates a new file, confaining the new ordering il 2 cul! Fba‘l
Columns Ordering of columns, as specified in the column fields, il 3 col3 Float
Use Drag & Drop =
Sort R iy Codimn It creates a new file, confaining the sorted rows, | EI i st
¥ by specifying the column reference index. [&] 5 cob Flaal
It creates a new file, containing randomiy Fil 1 colb Short
Random Column Shuffle ehirffied col i -
It creates fiie. taining randomily El i L]
anaw fie, con T |
Random Row Shuffie St Ei 8 ol Finat
}
I\ creates as many new fies as desired, each [ 9 oot Flaat
Split by Rows ining the i of rows. The =
rows distribution can be randomly extracted. '!_I L ml{_n Flsat
*Use only numerical Dataset™ ¥ 1 cottt Double
Dataset Scale It creates a new fiie, containing all data scaled in | Ei 12 coliz Fioat
the selected range ([-1, +1} or [0, +11). |
It creates & new file, containing & singis column El i calfs
data scaied in the selected range (-1, +1] or [0, | 14 coll4 Short
Single Qokimn Scale +1]), leaving unmedified the other columns in the :
ariginal order.

Fig. 5 — File Editor Tab

You must select useful columns, name for the nde &éind save it. The new name file will be:
columnSubset_<name>.<format-file>. So, in this casdave a new file namedlumnSubset_wine.csv

“ File Manager
Workapacs: -
MLCSOMExp -
—  Downlcad g Edit File Type  LastAccess [
] 4  columnSubset wine.csy csy  2011-07-28 |
@& ‘wine.csy csv  2011-07-28 ‘

Fig. 6 — File Manager: after editing wine.csv file

4.1.1 Clustering_ GSOM Train Use Case

Let suppose we create an experiment, nawiadTrain, and we want configure it.

New Experiment X
Experiment Name:
| wineTrain]|

| oK || cancel |

Fig. 7 — The wineTrain experiment creation tab
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After creation, the new configuration tab is opeere we select Clustering_ GSOM as couple functityaal
model of the current experiment and we select Btain use case.

DAME Application - User: marisagg80T3g@gmail.com

B App Manuaals > Model Manuals =

| RESOURCE MANAGER | Upicad in MLCSOMExp Workspace 1 | Experiment Setup [

Workspace: MJ__GSDMExp Select a Running (- | |
Experiment: wineTrain ; .
Selecta| 3 =
Euribonaity || CUStEra_GSOM 2| ) Y= _!
*= Field is Required Input file dataset” ; ;JDBILH‘HnSLﬂJSE‘t_M‘:&.CSV |

| Number of elustersineurons (| 3|

II. L -'l..lll mr’. : .I
I Number of terations -

J Diameter

Number of layers
Initial variance || layer)

Final variance || layer) -

Imitis! fearming rate (| Byer) |

Final learning rate {| lzyer)
Number of clusters/MNevrans (Il Layer)

[nitial vanance (|l Layer) :

Final variance (1l Layer) :

Initiad learning rate (Il Layer)
Final learnirg Rate (Il Layer) :

Numibrer of clustersineurans (11 layer) -

Initial variance (11| &yer) .

Final Variance (||| leyer)
Inibal l=arming Rate (Il layer) :

Firal learning Rate (11l layer) -

Fig. 8 — The wineTrain experiment configuration tab

Now we have to configure parameters for experimenparticular, we will leave empty the not reqdire
fields (label without asterisk). The meaning of gaameters for this use case are described cinrs&c6.1
of this document.

As alternative, you can click on the Help buttonotain detailed parameter description and theiaude
value directly from the web application.
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We givecolumnSubset_wine.cswas input dataset specifying 3 as number of clsstercause of the number
of cultivars.

Once you have entered any required field, you tiak on submit button and wait to the end of experiment.

The content of output files, obtained at the endxgferiment (available when the experiment status
is "ended") is shown in the following images. Theaming of the files is described on section 3.3.1.2

** My Experiments

Workspace:
MLCSEMERD
Experiment Status Last Access o Delete
4 wineTrain ended 2011-07-28 x
1 Download AddinWs Fie Type  Description

GSOM_Train_weights.log Iog Output welgths of the net after training
GSOM_Train_network_configuration log Ibg  Canfiguration autput file of the net
GSOM_Train_status log log Status and error of experiment
GS0OM_Train_params.xml ¥ml  Experiment Configuration File

Fig. 9 — The wineTrain experiment output files

4.1.2 Clustering_ GSOM Run Use Case

To execute a run experiment, you must put on irfjatarea File Manager) of the workspace the
configuration file obtained as result of a trainiegperiment. So, in this case we add the file named
GSOM_Train_Network_configuration.log. This because it represent the stored configuratd the

network, trained on input dataset file.

“ File Manager

:W-umspa\:e:
MLCSOMExp )
Download - Edit File Type LastAccess ® Deke
= columnSubsel wine.csv csv  2011-07-28 x
o  (3S0M_Train_network_configuration jog iog  2011-07-28 b 1
& Wwine.csv csv  2011-07-28 X
Vv My Experimenis
Workspace:
MLCSOMEXp
Fig. 10 - The file GSOM_Train_network_configuration.log copied
in the WS File Manager for Run experiment
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So far, we proceed to create a new experiment, danmeRun, to execute clustering.

MNew Experiment x
Experiment Namse:
| wineRun|

oKk || cancel |

Fig. 11 — The wineRun experiment creation tab

We will re-use the same input dataseblgmn_subset wine.c9v and also select configuration file
(GSOM_Train_Network_configuration.log).

DAME Application - User: marisagga07Td@gmail.com

Model Manuals * Cloud Services =

RESOURCE MAMAGER | Experiment Setup [

Warkspace: MLCSOMExp Setest a Running [ - e
Experiment: wineRun Mode: - | jes

SECla (Cisstering GSOM | v | . :
Functionality - — *=Field is Required Input dataset file* : |/columnSubset wine.csv | v |

Lo < | Configuration file of trained net* ; [/GS0OM_Train_network_c. « |
. [ I
@ { ' Submit '

Fig. 12 — The wineRun experiment configuration tab

Once you have entered any required field, you tiak on submit button and wait to the end of experiment.

The content of output files, obtained at the endxgferiment (available when the experiment status
is "ended") is shown in the following images. Theaming of the files is described on section 3.3.2.2
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i v My Experiments
Iwm;:ace:
MLCSOMEXD
Experiment Status Last Access X Delete
|4
4 wineRun ended 2011-07-28 o

Download Addin\Ws File Type  Descripticn
GSOM_Run_outpul_results log fog Clustering Resulls. =l
GE0OM_Run_plot_clusters.jpeg jreg  Plot of clusiers
GSOM_Run_wsigths log fog Crutput weigths of the net after clustering
GS0OM_Run_network_configuration.log log Configuration output file of the net
GSOM_Run_siatuslog log Status and error of experiment

Fig. 13 — The wineRun experiment output files

4.1.3 Clustering_GSOM Test Use Case

To execute a test experiment, you must put on irfpeitarea (File Manager) of the workspace the
configuration file obtained as result of a trainimxperiment. So, in this case we use the file
GSOM_Train_Network_configuration.log, already used on run use case.

So far, we proceed to create a new experiment, dianmeTest, to execute test use case.

New Experiment b

Expeniment Name;

wh'heTesﬂ
OK | cancal |
Fig. 14 — The wineTest experiment creation tab

We will re-use the same input dataseblmn_subset wine.c9v and also select configuration file
(GSOM_Train_Network_configuration.log).
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Model Manuals - ‘Cloud Services ~

| | RESOURCE MAMAGER | Experiment Setup a|

Workspace: MLCSOMExp Select a Rummning i.Test T
Experiment: wineTest Mode: : | 2]

S9! Gusiorng GSOM [ | i
Functionality : | '+ = Fleld Is Required Input file datasef* : |jcolumnSubset_wine csv | v |

Configuration file of trained net : |{GE0M_Train_natwork_c « |

I il
" @ -I Splitting percentage of input dataset |

Fig. 15 — The wineTest experiment configuration tab

Once you have entered any required field, you @iak an submit button and wait to the end of experiment.

The content of output files, obtained at the endxgferiment (available when the experiment status
is "ended") is shown in the following images. Theaming of the files is described on section 3.3.3.2

| v My Experiments |
MLCSOMExp |
Experiment Status Lasi Ageess ¥ Delte I'
¥ wineTrain ended 2011-07-28 x
¥ wineRun ended 2011-07-28 o
4 wineTest -ended 2011-07-28 x
| Download AddinWs File Type Description
GSOM_Test_outpul_resulis_||_datas=tlog log.  Dutput resulf on second subsel
i GSOM_Test_overlap_datasetdal dat  Fie dataset of overlap
GSOM_Test_weigths_||_datasetjog log.  Output weigths after the train on second subset
& GSOM_Test weigihs_|_datasel.log log  Output weigths after the train on first subset
GS0OM_Test_statistical output jog log Statistioal output |
=
Fig. 16 — The wineTest experiment output files
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4.2 Usage Example of Clustering_ CSOM

The model CSOM is specialised to work on FITS fi{Etexible ...). So, we will show an example of
experiment on dataset_training.fits, available for upload on the website
http://dame.dsf.unina.it/beta_info.htmlinder the headingréest Resources

First of all, you must upload the file didLCSOMEXxp workspace.

DAME Application - User; marisagg2073@gmail.com

A App Manuals ~ Modei Manuals ~ Cloud Services v

| RESOURCE MANAGER | Upload in MLCSOMExp Workspace 8|

Werkspace: MLCSOMExp UnnaﬂliHadeisk |v|i----- — vi

| Scegll file | gatasettraining.fits
| Upload File |

Note %||

i \ File Subrmitted
P." File Uploaded: datasettraining.fits.size: 1209 kb

0K

Fig. 17 — Upload Manager: uploading datasettrainindits file
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4.2.1 Clustering_ CSOM Train Use Case

Once uploaded input file dataset on workspace camucreate a new experiment, narfiedrain .

New Experiment b
Experiment Mame:
fitsTrain|

QK Cancel

Fig. 18 — The fitsTrain experiment creation tab

After creation, the new configuration tab is opeEere we select Clustering_ CSOM as couple functitynal

model of the current experiment and we select Btam use case.

Now we have to configure parameters for experimbmparticular, we will leave empty the not reqdire

fields (label without asterisk). The meaning of ga@ameters for this use case are described cinrs&c6.1

of this document.

As alternative, you can click on the Help buttonotmiain detailed parameter description and thefawude

value directly from the web application.

We givedataset_training.fits as input dataset specifying 5 as number of clegs=e ).

Once you have entered any required field, you tiak on submit button and wait to the end of experiment.

The content of output files, obtained at the endxgferiment (available when the experiment status
is "ended") is shown in (). The meaning of thesfile described on section 3.4.1.2.
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Model Manuals = Cloud Services =

| RESOURCE MANAGER | Experiment Setup I |

Workspace; MLCSOMExp Select a Running (. 5
Experiment: fit=Train Mg -
Select 'aicaus i CSOM |v| T T
Functionaity - | = ~'* = Field is Required i s i
I = Number of clustersineurans (1
L layer)” :
‘ Number of terations ;
U e, £ Diameter
Murmber of Byers

|mitial variance (| layer}

Final vanance (| laysr}
Initia learning rate (| layer) | I

Final earning rale (| layerj

Number of clusters/Neurons (Il Layery

Inftial variance (|| Layer)

Final variance (1l Layer} !

Imitial lerming raie (|l Layerj

Final learning Rate (1l Layer}

Number of clustersineurons (Il layer) ;

Iritial variance (Il layer} Y

Final Variance (Il layer}

Initial learming Rate (11l layer}

Final learning Rate ([l layer)

Fig. 19 — The fitsTrain experiment configuration td
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My Experiments
MLCSOMExR
Experiment Status Last Access W Dslete

F wineRun ended 2011-07-28 X —

F wineTest ended 2011-07-28 X

& fisTrain ended 2011-07-28 X

1= Download AddinWs Fiie Type: | Description
CSOM_Train_weights log log  Output weigthe of the net afier training

CS0OM_Train_network_configurationtes g Configuration output file of the net

C30M_Train_status. log g Sistus and error of exgeriment

GSOM_Train_status.
C30OM_Train - - g xmi  Experiment Configuration File

Fig. 20 — The fitsTrain experiment output files

4.2.2 Clustering_CSOM Run Use Case

To excute a run experiment,you must put on inplg &rea File Manager) of the workspace the
configuration file obtained as result of a trainiegperiment. So, in this case we add the file named
CSOM_Train_Network_configuration.log. This because it represent the stored configuratb the
network, trained on input dataset file.
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fMLCE‘rDMEKp
Downlcad g Excitt File Type  LastAccess o Dele:
[4f

@+  columnSubset wine.csy csy  2011-07-28 b 4 i
.fp CS0OM_Train network configuration k g 2011-07-28 b 4
&  datasettraining.fits fils 2011.07-28 x ||
& GSOM_Train_network_configuration) log  2011-07-28 8

: B & winecsy csy  201107-28 x 7

IV My Experiments

;‘H‘-‘nrkspa-:;e:

MLCSOMExp

Fig. 21 — File Manager: after uploading of CSOM_Tran_Network_configuration.log

So far, we proceed to create a new experiment, diéitesRun, to execute clustering.

New Experiment *

Experment Name;

fits Rum|

OK Cancel

Fig. 22 — The fitsRun experiment creation tab

We will re-use the same input datasefat@settraining.fits) and also select configuration file
(CSOM_Train_Network_configuration.log). ()

Once you have entered any required field, you tiak on submit button and wait to the end of experiment.

The content of output files, obtained at the endxgferiment (available when the experiment status
is "ended") is shown in the following images. Theaming of the files is described on section 3.4.2.2
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Model Manuals = ‘Cloud Services +

| RESOURCE MANAGER | Experiment Setup [ |

Workspace: MLCSOMExp Select o Runming iIRLm

Experiment: fitsRun Mode: | | e
contn S -
_ | Clustering CSOM fa . _—
Fmeionaly ;| 2. < e is Required Input dataset file” : idaiasetiraining fs | v |
[ ] Configuration file of trained net* : /GCSOM_Train_network_c! « |
' A
— e — |
Fig. 23 — The fitsRun experiment configuration tab
| ¥ My Experiments
Workspace:
MLCSOMExp
Experiment Status Last Access * Dekie
L4l
P wineTest ended 2011-07-28 b 4
b fitsTrain ended 2011-07-28 x 7
4 fitsRun ended 2011-07-28 b 4
| [ Download AddinWS File Type  Desacription '
= - CSOM_Run_output_resulls log log  Clustering Results i
B B CEOM_Run_ network_configuration.pg log Configuration output fie of the nat
= = CS0OM_Run_plot clusters jpeg ipeg  Plotofclusters
=5 = CS0M_Run_weigths log g Oulpul weigths of the net afler clusterin|
i 1 CEOM_Run_status log log Status and srror of experiment
| i:]' :

Fig. 24 — The fitsRun experiment output files
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4.2.3 Clustering_CSOM Test Use Case

To execute a test experiment, you must put on irpeitarea File Manager) of the workspace the
configuration file obtained as result of a trainimxperiment. So, in this case we use the file
CSOM_Train_Network_configuration.log, already used on run use case.

So far, we proceed to create a new experiment, aifite&est, to execute test use case.

New Experiment x|
| Experiment Name: {

ok || Cancel |
Fig. 25 — The fitsTest experiment creation tab

We will re-use the same input dataselatésettraining.fits) and also select configuration file
(CSOM_Train_Network_configuration.log).

DAME Application - User: marisagg2073@gmail.com
i App Manuals * Model Manuals * Cloud Services =

|| RESOURCE MANAGER | Experiment Setup (1 |

Workspace: MLCSOMExp Sslect = Running [Teat =
Experiment: fisTest Maode: - | |

Seiecla oy ctering CSOM | v i —
Funclionality - - "+ = Field s Required Input file dataset* : idatasetiraining.fis e

e Configuration file of trained net* : /CSOM_Train_nelwork_c! v
i [ =il
‘ @I Spiitting percentage of nput dataset -

Fig. 26 — The fitsTest experiment configuration tab
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Once you have entered any required field, you @iak an submit button and wait to the end of experiment.

The content of output files, obtained at the endxgferiment (available when the experiment status
is "ended") is shown in the following images. Theaming of the files is described on section 3.8.3.3.2

“ My Experiments

5.Iiwur1mpace:
[HMLCSOMExp ) )
Expenment Status Last Access ¥ Delste
El
F fitsRun ended 2011-07-28 X =
4 fitsTest ended 2011-67-28 x
= Download AddinWs File Type | Descriphion

Tn|

| o CS0M_Test cutput_results_|l_dataset log  Output result on second subset

I CE0OM_Test overlap dotaset.dat dat File datasetof overlap

| i C80OM_Test weigths || datesetlog kg  Output weigths after the train on secong =

it CS0OM_Test wegths_ | datasetlog leg  Output weigths afier the train on first su

| i C80M_Test: network_cenfigurabonlog Jog  Configuration output file of the net:

Fig. 27 — The fitsTest experiment output files

42
DAMEWARE SOFM Mbdel User Manual

This document contains proprietary information of DAME project Board. All Rights Reserved.



4

WARE

Lmr—r—-.w 'f-v-l oy M:M' \"srn Wt

5 Appendix — References and Acronyms
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Abbreviations & Acronyms

A&A
Al

ANN

ARFF
ASCII

BoK
BP
BLL
CE
CSOM
Csv
DAL

DAME
DAMEWARE
DAPL
DL

DM
DMM
DMS
FITS
FL

FwW
GRID
GSOM
GUI
HW

Meaning
Artificial Intelligence

Artificial Neural Network

Attribute Relation File Format

American Standard Code for
Information Interchange

Base of Knowledge

Back Propagation
Business Logic Layer
Cross Entropy

Clustering SOM

Comma Separated Values

Data Access Layer

DAta Mining & Exploration

DAME Web Application REsource
Data Access & Process Layer
Data Layer

Data Mining

Data Mining Model

Data Mining Suite

Flexible Image Transport System
Frontend Layer

FrameWork

A&A
KDD

IEEE

INAF
JPEG

LAR
MDS
MLC
MLP
MSE
NN
OAC

PC
Pl
REDB
RIA
SDSS
SL
SOFM
SOM
SW
ul

Global Resource Information Database URI

Gated SOM
Graphical User Interface

Hardware

VO
XML

DAta Mining & Exploration
Program

Meaning
Knowledge Discoverin Databases

Institute of Efdrical and Electronic
Engineers

Istitutod¥ionale di Astrofisica

Joint Photographic Experts Group

Layered Application Artdtture
Massive Data Sets
Multi Layer Clustering
Multi Layer Perceptron
Mean Square Error
Neural Network

Osservatorio Astronomico di

Capodimonte
Personal Compute

Principalestigator

Registry &dbase

Rich Internet Application

Sloan Digital Sky Survey

Service Layer

Self Organizing Feathtap
Self Oizjag Map

Software

User Interface
umifdResource Indicator

Virtual Observatory

eXtensible Marklianguage

Tab. 3 — Abbreviations and acronyms
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Reference & Applicable Documents

R1

R2

R3

R4

R5

R6

R7

R8

R9

R10

R11

Title / Code Author Date
“The Use of Multiple Measurements in Taxonori&onald Fisher 1936
Problems”, in Annals of Eugenics, 7, p. 179--188
Neural Networks for Pattern RecognitionOxford | Bishop, C. M. 1995
University Press, GB
Neural Computation Bishop, C. M., Svensen, M. & Williams, 1998

C.K. I

Data Mining Introductory and Advanced TopicsrRice- | Dunham, M. 2002
Hall
Self-organized formation of topologically corrdeature | T. Kohonen 1982
maps.

Biological Cybernetics43:-69

How patterned neural connections can be setyupelf- | D. J. Willshaw and C. von der Malsburg| 1976
organization.

In Proceedings of the Royal Society Londomlume

B194, pages 431-445

Growing cell structures - a self-organizing natkv for | B. Fritzke 1994
unsupervised and supervised learning.
Neural Networks7(9):-1460

The Fourth Paradigm Microsoft research, RedmondHey, T. et al. 2009
Washington, USA

Artificial Intelligence, A modern Approach. Sexb ed. | Russell, S., Norvig, P. 2003
(Prentice Hall)

Neural Networks - A comprehensive Foundation, SdcoHaykin, S., 199¢
Edition, Prentice Hall

A practical application ofimulated annealing to Donald E. Brown D.E., Huntley, C. L.: 1991

clustering.Pattern Recognition 25(4): 401-412

Tab. 4 — Reference Documents
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ID Title / Code Author
Al | SuiteDesign_VONEURAL-PDD-NA-0001-Rel2.0 DAME Wang Group
A2 | project_plan_VONEURAL-PLA-NA-0001-Rel2.0 Brescia
A3 | statement_of work VONEURAL-SOW-NA-0001-Rel1.0 eBcia
A4 | MLP_user_manual_VONEURAL-MAN-NA-0001-Rell.0 DAM®&orking Group
A5 | pipeline_test VONEURAL-PRO-NA-0001-Rel.1.0 D'Adsico
A6 | scientific_example_ VONEURAL-PRO-NA-0002-Rel.1.1 D'Abrusco/Cavuoti
A7 | frontend VONEURAL-SDD-NA-0004-Rell.4 Manna
A8 | FW_VONEURAL-SDD-NA-0005-Rel2.0 Fiore
A9 | REDB_VONEURAL-SDD-NA-0006-Rell1.5 Nocella
A10 | driver_VONEURAL-SDD-NA-0007-Rel0.6 d'Angelo
All | dm-model VONEURAL-SDD-NA-0008-Rel2.0 Cavuoti/Di Gia
Al12 | ConfusionMatrixLib_ VONEURAL-SPE-NA-0001-Rell.)  Canti
Al13 | softmax_entropy VONEURAL-SPE-NA-0004-Rel1.0 Skorslkiv
Al4 | VONeuralMLP2.0_VONEURAL-SPE-NA-0007-Rell1.0 Skord&vs
A15 | dm_model VONEURAL-SRS-NA-0005-Rel0.4 Cavuoti
A16 | FANN_MLP_VONEURAL-TRE-NA-0011-Rel1.0 Skordovski, Leno
Al17 | DMPlugins_ DAME-TRE-NA-0016-Rel0.3 Di Guido, Biga
Al18 | BetaRelease_ ReferenceGuide DAME-MAN-NA-0009-| Brescia
Rell.0
Al19 | BetaRelease GUI_UserManual DAME-MAN-NA-0010-Brescia
Rell.0
A20 | MLCSOM_VONEURAL-SDD-NA-0017-Rell1.0 Guglielmo
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19/02/2008
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17/07/2007
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03/06/29

22/03/2010

07/07/2007

02/10/2007
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0541109
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