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ABSTRACT

The emerging field of Astrolnformatics, while oretbne hand appears crucial to face the technologfiedlenges, on
the other is opening new exciting perspectivesiéw astronomical discoveries through the implententaf advanced
data mining procedures. The complexity of astromainilata and the variety of scientific problemswéwer, call for
innovative algorithms and methods as well as foegneme usage of ICT technologi@fhe DAME (DAta Mining &

Exploration) Program exposes a series of web-bssedces to perform scientifiavestigation on astronomicalassive
data sets. The engineering design and requiremdriténg its development since the beginning of peject, are
projected towards a new paradigm of Web based ressuwhich reflect the final goal to become a @ngie of an
efficient data mining framework in the data-cengia.
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1 INTRODUCTION

There is nowadays one emerging discipline whicleces the need of a new approach to scientificstigation in the
modern astrophysical data-centric field: Astrolmfiatics. It incorporates a new methodological skifthin the
astronomical community. The new generation of talpss, space missions and focal plane sensorsng toproduce
data streams of the order of many terabytes pdit.nithese are quantities of data which cannot betjoally explored
with traditional software and hardware tools. Sdake volumes basically imply two consequencean(@}t processing
and analysis tasks have to be performed in an & mutomatic as possible fashion, using computsgurces which
push to the limits all ICT (Information & Communta@an Technology) technologies; (ii) the huge quigntf data
(multi-band and multi-epoch images and/or catalsybecame completely incompatible with the bandwiitinternet
resources, de facto making impossible to efficientbve data through the Web. In order to render fréendly and
effective data mining on astronomical massive data (MDS), there are therefore several typesaiflpms which need
to be solved: (i) to provide the users with an eraaccess to both methods and computing powerto(iiglentify and
implement faster algorithms exploiting whereas passhybrid computing platforms, based on a wetkmstrated
mixture of High Performance Computing (HPC), dmtited computing (grid/cloud) and parallel computpagadigms;
(iii) to minimize or even reduce the data tranéfgmoving the programs rather than the data. Tisegroblem finds its
natural solution in the usage of web applicatiavisere the user interacts with the data mining freor& via a browser
and the computing infrastructure is completely spmrent to him. While the third one needs to coteplechange the
perspective, by trying to exchange well-designeda daining workflows and algorithms over the Web, oz
standardized data warehouses hosting data regesitdn this context the DAME (Data Mining & Expé#diion)
Collaboration has proposed a solution frameworki¢al with the above problems. The solution has beeved also
towards an extension of the interoperability comcaipeady introduced by Virtual Observatory (VO) rSortium,
originally concentrated on the data standard remtesion and their handling tools, in order to ilrecand organize also
data mining applications in an interoperable conf2x].
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2 THE DAME PROGRAM

The DAME (Data Mining and Exploration) Prograis based on a platform which allows the scientifiecnmunity to
perform data mining and exploration experimentsh@ssive data sets, by using a simple web browsem&ans of
state of the art Web 2.0 technologies (for instameb applications and services), DAME offers selvrals which can
be seen as working environments where to choose aaalysis functionalities such as clustering, sifasition,
regression, feature extraction etc., together wittdels and algorithms. All of these methods arevddrfrom the
machine learning paradigms, for instance supervisethods, whenever a Base of Knowledge (BoK) iglaiva from
data, or unsupervised models, when a BoK is natadta and a self-adaptive capability is requireaxtract knowledge
from datasets. The user can setup, configure aecuéx experiments on his own data on top of aalided computing
infrastructure, without the need to install anyteafe on his local machine. With DAME applicaticdhe user has also
the possibility to extend the original library ofadlable tools, by allowing the end users to plngihd execute their own
codes in a simple way, by uploading the progranthomit any restriction about the native programmarnguage, and
automatically installing them through a simple gddnteractive procedure. Moreover, the DAME platfooffers a
variety of computing facilities, organized as audmf versatile architectures, from the single imedire processor to a
grid farm, automatically assigned at runtime to tiser task, depending on the specific problem, elé a8 on the
computing and storage requirements.

2.1 Applicationsand Servicesfor Astrophysics

An important part of the computing challenges itra®my are related to the handling, processing mndeling of
large quantities of data. All astrophysical cagidave their peculiarities and weaknesses fromstientific point of
view: they sample different energy ranges, differphysical phenomena (e.g. thermal, non thermal stirdulated
emission mechanisms), and require very differectirielogies for their detection. So far, the comriyuneeds modern
infrastructures for the exploitation of the everregasing amount of data (of the order of PetaBgtalyproduced by the
new generation of telescopes and space borne imstits, as well as by numerical simulations of edinig complexity.
Indeed the basic requirements (extensible alsdher@pplication fields) can be summarized in twonis: (a) the need
of a “federation” of experimental data, by collectithem through several worldwide archives anddfinthg a series of
standards for their formats and access protoch)shé implementation of innovative computing tofils Data Mining
(DM) and knowledge extraction, user-friendly, sbédaand as much as possible based on an asynclsraremhanism.

These topics require powerful, computationally ribistted and adaptive tools able to explore, exteaxt correlate
knowledge from multivariate massive datasets inutirdimensional parameter space. Every time a testnology
enlarges the parameter space or allows a betteplisgnof it, new discoveries are bound to take pladence the
scientific exploitation of a multi-band (D bands)ulti-epoch (K epochs) universe implies to seamhfatterns and
trends among N points in a DxK dimensional paramstace, where N > 0D >> 100, K > 10.

The problem also requires a multi-disciplinary aygmh, covering aspects belonging to Astronomy, iehy8iology,
Information Technology, Artificial Intelligence,Hgineering and Statistics.
As for data, the concept of “distributed archivés'already familiar to the average astrophysidisie leap forward in
this case is to be able to organize the data repies to allow efficient, transparent and unifoagcess: these are the
basic goals of the VO [41].
DAME extends this fundamental target by integraiinigp an infrastructure, joining CLOUD service-ented software
and GRID resource-oriented hardware paradigm, diciithe implementation of advanced tools for MD@®leration
[5]. In particular, concerning the GRID side, theit& exploits the S.Co.P.E. GRID infrastructure. [6he S.Co.P.E.
project, aimed at the construction and activatiba ®ata Center which is now perfectly integratedhe national and
international GRID initiatives, hosts 300 eighte&dlade servers and 220 Terabyte of storage. Gilmaym stands for
“Cooperative System for Multidisciplinary ScientifiComputations”, that is a collaborative system é$oientific
applications in many areas of research [39].
Moreover to overcome the limitation due to synclasrun of services, one of the main DAME desigatsgies is to
permit asynchronous access to the infrastructwis,tallowing running of activity jobs and processeitside the scope
of any particular web-service operation and withdepending on the user connection status.

! hitp://dame.dsf.unina.dr equivalentlyhttp://dame.caltech.edu
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The user, via client web applications and through Ajax (Asynchronous JavaScript and XML) techngldg@4], can
asynchronously find out the state of the activiigs the possibility to keep track of his jobs bgonering related
information (partial/complete results) without hagithe need to maintain open the communicationetock

Figure 1. The DAME Virtuous Circle of the Data MiginWe start from a BoK and from a variety of macHe®ning
models, obtaining a result that brings new knowtedgd also a new (or better) BoK, which allows &ia the loop.

Furthermore, the DAME design takes into accountféied that the average scientists cannot and/os do¢ want to
become an expert also in Computer Science. In wests a scientist already possesses his own algsritor data
processing and analysis and has implemented prigatames/pipelines to solve specific problems. Seheols, however,
are not scalable to distributed computing environtsieDAME aims at providing a user friendly web édgool to

encapsulate own algorithm/procedure into the paskagtomatically formatted to follow internal pragiming

standards [11]. In our project data mining is iofeth as techniques of exploration on data, basetthe@mombination
between parameter space filtering, machine leaysiofy computing techniques associated to a funatidomain. The
functional domain term arises from the conceptaaiohomy of research modes applicable on data. CNioeal

reduction, classification, regression, predictidnstering, image segmentation are examples ofifumalities belonging
to the data mining conceptual domain, in which ¥heous methods can be applied to explore dataruagmrticular
aspect, connected to the associated functionaliges Such DM models are mainly derived from Maehirarning and
Artificial Intelligence taxonomy: Multi Layer Perpgon (MLP) [20], with classical Back Propagatiod],[ Quasi

Newton [44], or Genetic Algorithms [31], learningmadigms; Support Vector Machine (SVM) [15]; Selig@nizing

Feature Maps (SOFM) [36], Principal Probabilistierfaces (PPS) [45].
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Figure 2. The software organization of data miraigprithms and related experiment functionality @ms. Such design
pattern is able to expose all kinds of possibleseixpents to end users through a web interface.
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All these analytical methods based partially ortistiaal random choices (crossover/mutation) andkaowledge
experience acquired (supervised and/or unsupenasiegtive learning) could realistically achieve tfiecovery of
hidden laws behind focused phenomena, often basedtore laws, therefore the simplest.
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Figure 3. The home page of the Graphical Userfaerfor the DAMEWARE web application, specializaddiata mining
with machine learning techniques.

As previously remarked, DAME is organized as a CIID&f web applications and services. The following the ones
already available and accessible from the projetisite fittp://dame.dsf.unina)it

« DAMEWARE: DAME Web Application REsource, the main servicetloe project, providing via browser a
complete DM framework including dataset and experitnconfiguration, execution and graphical/textlgoir
outputs. The beta 3 release is available at theviolg addresshttp:/dame.dsf.unina.it/beta_info.html

* VOGCLUSTERS: a VO-compliant web application for data and temining on globular clusters, currently
available as beta releagstp://dame.dsf.unina.it/vogclusters.hyml

e STraDiWA: Sky Transient Discovery Web Application, a projéinalized to the real time classification of
photometric transients. The project includes awmatic workflow to generate astronomical imageshwih user-
defined number and type of variable objects, ineorib perform setup and calibration of classifisatmodels
running on the real images coming from observat{bttp://dame.dsf.unina.it/dame_td.hyml

e SDSS mirror: local mirror website hosting a complete SDSS 48ldDigital Sky Survey) data archive and
management system, with particular reference tarttagie archive covering the VST (VLT Survey Proje€iDS
survey areahtp://dames.scope.unina)jt/

»  WFXT trandgient calculator: a web servicehftp://dame.dsf.unina.it/dame_wifxt.hdnfor the Wide Field X-ray
Telescope project to estimate the number of varianlurces detected within the 3 main planned extaatic
surveys, with a given significant threshold;

 EUCLID Data Quality Common Tools: the DAME team leads the data quatitts work package for the ESA
Euclid space missién The tools are foreseen to be integrated into diim reduction and analysis pipelines,
provided by the Science Ground Segment of the pr@ensortiur.

2 http://sci.esa.int/euclid
3 http://www.euclid-ec.org/
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3 SCIENTIFIC IMPACT AND FIRST RESULTS

The models and algorithms provided with the Suéteehbeen already tested on astrophysical use catesuccessful
results, as reported in [8], [9], [13], [14], [161,7] and [18]. In the following we summarize th&pics.

3.1 Regression - Photometric Redshifts

To estimate the distance of an astronomical obgath as a galaxy or a quasar, by using its phdtgnignat is, the
brightness of the object viewed through variousidsad filters), one can determine the so-calledtgrhetric redshifts
(photo-z) and by using Hubble's law [32], it is pibe to estimate the distance of the sources. fEbisnique relies upon
the fact that the spectrum of radiation being exdithy most objects have strong features that caseberted by the
broad band filters. Photometric redshifts are oh#the main tools to investigate the spatial disttibn of galaxies as
they are used to reconstruct the 3 dimensionaltiposi of millions of sources. For instance, theg assential in
constraining dark matter and dark energy studiesbgns of weak gravitational lensing, for the iffamattion of galaxy
clusters and groups [10], for type la supernovad,ta study the mass function of galaxy clustet$, (2], [35]). The
need for fast and reliable methods for photo-z atédn will become even greater in the near fufarehe exploitation
of ongoing and planned surveys. In fact, futurgdafield public imaging projects, like KiDS (Kiloggree Survey,
DES (Dark Energy Survé)y LSST (Large Synoptic Survey TelescOpand Euclid [21], require extremely accurate
photo-z’s to obtain accurate measurements that doesompromise the surveys scientific goals. Toéeueacy of the
photometric redshift reconstruction, in generalyggse than spectroscopic redshifts but provideoeemaonvenient way
to estimate them. The physical mechanism respansiblthe correlation between the photometric festuand the
redshift of an astronomical source mechanism irsgi@on-linear mapping between the photometricrpetar space of
the galaxies and the redshift values, which carebenstructed using data mining methods.

SDSS Quasars

In a very challenging task such as the Photometdshifts for the Quasar Objects (QSO), for whiwh determination
of the distance as a function of the observatiggatameters is complicated by the existence of higlegree of
degeneracy, one of our methods, in the specificMiodti Layer Perceptron trained with Quasi Newtotgérithm
(MLPQNA) obtained a very high accuracy. The samygded to train the algorithm started from the lisspectroscopic
quasars from the SDS$ross-matched with WISEUKIDSS’ and GALEX?, obtaining a dataset with several bands
from the ultra violet to the infrared. Moreover werformed a classification task, with the same MN2Qmodel, in
order to flag photo-z's with highest accuracy, whiave shown an accuracy higher than 30% [8].

SDSS Galaxies

Our machine learning methods have been used taipecal catalogdé of more than 6 million galaxies observed in the
Sloan Digital Sky Survey (SDSS), with an unpreceeéraccuracy [16]. The distinctive feature of thjgproach has
been the application of a classification task befibre training of the neural network, in order éparate two distinct
classes of galaxies in the parameter space anly partliminate the degeneracy in the observatigraabmeters. The
classification has been performed using an MLP Bagesian framework, with a "logistic" output aciiion function
and using the a-priori spectroscopic classificatierargets [16].

PHAT Contest

A significant advance in comparing different methadas introduced by Hildebrandt and collaborat8@j {vith the so
called PHAT (PHoto-z Accuracy Testing) contest whaelopts a black-box approach which is typicalefdhmarking.

4 http://www.astro-wise.org/projects/KIDS/

® http://www.darkenergysurvey.org/

8 http://www.lsst.org/Isst/

" http://www.sdss.org/

8 http://wise.ssl.berkeley.edu/

® http://www.ukidss.org/

10 http://www.galex.caltech.edu/

" http://dame.dsf.unina.it/dame_photoz.html#sdss
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Instead of insisting on the subtleties of the dataicture, they performed a homogeneous comparfothe
performances concentrating the analysis on thditdsin the chain: the photo-z's methods themselve

However, the subsets used to evaluate the perfawsaare still kept secret in order to provide aemmliable
comparison of the various methods. Two differenasits are available (see [30] for more details).

The first one, indicated as PHATO, is based onrg kmited template set and a long wavelength basdfrom UV to
mid-IR). It is composed by a noise-free cataloguth \accurate synthetic colors and a catalogue witbw level of
additional noise. The second one, which is theus®sl in our work, is the PHAT1 dataset, which isdobon real data
originating from the Great Observatories OriginsePeSurvey Northern field (GOODS-North; [25]). ThéiAT1
dataset covers the full UV-IR range and include$8rbands: U (from KPNO), B, V, R, I, Z (from SUBAIRR F435W,
F606W, F775W, F850LP (from HST-ACS), J, H (from UCBM), HK (from QUIRC), K (from WIRC) and 3.6, 4.5,
5.8 and 8.0 m (from IRAC Spitzer). While it is atethat the limited amount of object in the KB ist sufficient to
ensure the best performances of most empirical adsththe fact that all methods must cope with similifficulties
makes the comparison very instructive.

We performed our experiments with a MLPQNA achigvirery competitive results with respect to othempeival
methods [13].

3.2 Classification

Statistical classification is a procedure in whietlividual items are placed into groups based antjtative information
on one or more features inherent to the items rfedeto as features) and based on a training spteviously labeled
items. A classifier is a system that performs a pivagpfrom a feature space X to a set of labels &si@ally a classifier
assigns a pre-defined class label to a sample. &ly;nthe problem can be stated as follows: givexining data
{(X1,yD),---,(%s YY)} (Where % are vectors), a classifier h: X->Y maps an objedh X to its classification label y in
Y. Because of the supervised nature of the classifin task, the system performance can be measyreteans of a
test set during the testing procedure, in whicheensdata are given to the system to be labeled.oVbeall error
somehow integrates information about the clasdifibagoodness. However, when a data set is unbatawhen the
number of samples in different classes varies lyjeétte error rate of a classifier is not repreatime of the true
performance of the classifier.

Globular Clusters

The study of the GCs populations in external galsxequires the use of wide-field, multi-band phottry and, in order
to minimize contamination from fore/background atgeand to measure some of the GC properties (size, radius,
concentration, binary formation rates), high angtégolution data are required.

Our supervised learning experiment regarded thengit to identify GCs in single band wide field ireagobtained with
the Hubble Space Telescope for the galaxy NGC138fg the base of knowledge (“true” GCs) providgdhe multi-

wavelength subset. The advantage being that sbagid data are much less expensive in terms of wihgetime, and
thus easier to obtain than multi-band ones. Thehmadearning supervised model which obtained th& becognition
performances was the MLPQNA. The best result leal performance of 98.33% [9].

Active Galactic Nuclei

The aim of this work was the selection of Activel&tic Nuclei (AGN), in terms of a minimal set onameters
embodying as closely as possible their physicdedifces (in this case, whether an AGN is contaimedot). The
classical methods for classifying galaxies, acaaydio their central activity, involvéme-consuming spectroscopic
observations, which, as usual, even if very aceurd not allow an extended exploration of the erse. DAME has
developed a method based on data mining for ttesifileation of AGNs from their photometric data.

Our method relies on a training set composed ofcgsuwhich have been spectroscopically observeithdyDSS and
classified according the Kewley [34], Kauffman [3&d Heckman [29] lines in the Baldwin, Philips aherlevich
(BPT) diagnostic plot [2], which is based on a spéctroscopic diagnostics derived by the measurtshsities of
emission lines in the spectra of the galaxies.

The goal of the experiments was conservative sive&ere not interested in completeness, but ratherinimizing the
fraction of false positives. Three experiments wezgormed:

1. Experiment 1: classification AGN/non-AGN;
2. Experiment 2: Type 1 AGN/Type 2 AGN;
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3. Experiment 3: Seyfert galaxies/liners.

The results for the Experiment 1, the most impdrtaan be summarized as it follows: we obtain a meteness of
about 87% for the non-AGN class (hence, in the icase, only 13% of the objects contaminate th&ypaf the AGN

list). However, it must be noticed that in the “Wa&N" class, fall both confirmed not-AGN (i.e. lag below the
Kauffman line) and objects in the so called mixaane (above the Kauffman line and below the KeWiles), while

sure not-AGNs are all below the Kauffman line.

If we take this distinction into account, the MLRSsifies as AGN less than 1% of the confirmed AGNs (i.e. false
positives). While, if the classifier is fed with lgra list of confirmed not-AGNs (i.e. excluding @fs in the mixing
zone), just 0.8% turns out to be a false positiMeese results represent a convincing test of theicapion of data
mining algorithms to the problem of photometricsslification of galaxies [14].

Quasar

One classical method for the selection of QSOs ewspbpectroscopic observations, which are availablémited
number because they are time consuming and aréfgossly for high signal to noise ratios. Muchdar samples of
QSOs can be obtained by selecting candidate QS@®@stlgli from photometric data and using a sampl&€60s for
which the photometric and spectroscopic feature$ath measured as BoK. The DAME collaborationdeagloped an
algorithm for the extraction of candidate QSOs frphotometric data consisting in unsupervised ctirgieinside the
photometric parameter space of star-like sourcdsvarich exploits, as labels of the sources of tasebof knowledge
(BoK), spectroscopic classification [17]. The oveapproach of the method is the following: thetdimition of sources
belonging to the BoK in the photometric parameteace is partitioned in separate groups of nearlwycss by
determining a clustering in the photometric par@mspace. Such clustering is optimal in the semsit maximizes the
total separation between confirmed QSOs and othexes. Once determined, new candidate QSOs aaxted from a
photometric dataset by associating each photometticce to the closest cluster (where distancalsulated by the
Mahalanobis' distance [37], which takes into act¢dhe anisotropy of the distribution of membergha clusters along
the axis of the parameter space) and by consideringandidates those associated to the clustetaimiog mostly
confirmed QSOs of the BoK. The procedure for thésdeination of the optimal clustering involves twiiferent
algorithms, the Probabilistic Principal Surface®$ and Negative Entropy Clustering (NEC) methotls].[ Both
algorithms do not require any a-priori hypothesigarding the nature of the underlying distributidrQSOs, except for
the initial number of pre-clusters produced byR#RS; it has been empirically proved that the firallts do not depend
on this parameter though, given it is "large" riglato number of sources in the BoK [17].

4 THE FUTURE OF DATA MINING WAREHOUSES

Computing has rapidly established itself as esaktstimany branches of science, to the point whengutational
science is a commonly used term. Indeed, the applicatimhimportance of computing is set to grow dramédltigecross
almost all the sciences. Computing has startethamg@e how science is done, enabling new sciemtifiances through
enabling new kinds of experiments. These experimarg also generating new kinds of data of incnglgiexponential
complexity and volume. Achieving the goal of beadge to use, exploit and share most effectivelgeh#ata is a huge
challenge. The harder problem for the future i®tugfeneity of platforms, data and applicationdyeathan simply the
scale of the deployed resources. The goal shouldbballow scientists to explore the data easilythwsufficient
processing power for any desired algorithm to psede Current platforms require the scientistedercome computing
barriers between them and the data [7]. Our coevirent is that most aspects of computing will sgegntial growth
in bandwidth, but sub-linear or no improvementalbin latency. Moore’s Law [40] will continue tteliver exponential
increases in memory size but the speed with whith dan be transferred between memory and CPUsemrithin more
or less constant and marginal improvements can balynmade through advances in caching technologstaiGly
Moore’s law will allow the creation of parallel cguting capabilities on single chips by packing nplét CPU cores
onto it, but the clock speed that determines tleeedmf computation is constrained to remain limigdathermal wall
[46]. Thus computing machines will not get muchtéasBut they will have the parallel computing poveed storage
capacity that we used to only get from specialéstivare. As a result, smaller numbers of supercoenpwvill be built
but at even higher cost. From an application dgaknt point of view, this will require a fundamdmparadigm shift
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from the currently sequential or parallel programgniapproach in scientific applications to a mix parallel and
distributed programming that builds programs theui@it low latency in multi core CPUs.

We recall that novel data warehouses should offelrtiques to support the new paradigm of datadicestience. We
think that in a data-centric environment, it shoblel as much as possible minimized the massive ftataon the
network. It is indeed much more convenient and tiashove applications towards the data centergaally if they are
organized as Knowledge Discovery in Databases (KBfplication warehouses. This of course requiregladefined
standardization process, in order to organize egttins in a fully interoperable way:

» For organizational learning to take place, datatngsgathered together and organized in a consisigsh
useful way, hence, Data Warehousing (DW);

e DW should allow an organization to remember whatg noticed about its data;

« Data Mining applications should be interoperablthwlata organized and shared between DW.

By having the possibility to share on demand apgilims between standardized and interoperable KEekouses, it
may engage a virtuous mechanism in which users opgyate by remote, through a simple web browsearirsip

resource on the network (not data), building fléxitomputing platforms and orchestrating them ie thrtual

computing cloud, by interacting with these resourtean asynchronous way (for example by exploitthg web
containers based on Ajax technology).

4.1 Thelernaean Hydra proposed solution

There are at least two reasons for not moving da&tr the network from their original repositories the user's
computing infrastructures. First of all the fachithe transfer could be impossible due to thelavia network
bandwidth and, second, because there could béctiegtpolicies to data access.

g 1980
1970

Figure 4. According to the Nielsen’s Law Networknaidth double every 21 month; instead data inopstysics are
growing exponentially, with a doubling time of J&ars(courtesy G. S. Djorgovski).

In these cases, the problem is to move the datmgnioolsets to the data centers. Current stradegieder investigation
in some communities such as the VObs, are baséwiglamenting web based protocols for applicatiderioperability
[19] and [26]. Possible interoperability scenagosild be:

1. DAl €-> DA2 (data + application bi-directional flow)
a. Full interoperability between DA (Desktop Applicatis);
b. Local user desktop fully involved (requires compgtpower);

2. DA €= WA (data + application bi-directional flow)
a. Full WA - DA interoperability;

b. Partial DA=> WA (Web Applications) interoperability (such asn@te file storing);
c. MDS must be moved between local and remote apps;
d. user desktop partially involved (requires minor gaing and storage power);
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3. WA € WA (data + application bi-directional flow)
a. Except from URI exchange, no interoperability aiffedent accounting policy;
b. MDS must be moved between remote apps (but laiedveidth);
c. No local computing power required;

All of these mechanisms are only a partial solutsimce they still require to exchange data overwed between
application sites. Since the International Virt@ddservatory Alliance (IVOA) Interop Meeting, held Naples in 2011,
we proposed a different approath

4. WA €= WA (plugin bi-directional exchange)
a. All DAs must become Was;
b. Unique accounting policy (google/Microsoft like);
c. To overcome MDS flow, applications must be plug l&yp(e.g. any WAX feature should be pluggable
in WAy on demand);

The plugin exchange mechanism foresees a standdreieb application repository cloud named "Lernadgdra”
(from the name of the ancient snake-like monstén wiany independent but equal heads).

It consists in Web Application Repositories (WAR) @ata mining model and tool packages, to be itestaind
deployed in a generic data warehouse. Different WAaRy differ in terms of available models since apgting data
center might require specific kinds of data minargl analysis tools. If the WARs are structured adoa pre-designed
set of standards which completely describe thearaction with the external environment and apgilicaplugin and
execution procedures, two generic data warehousesxchange algorithms and tool packages on der@amd.specific
request the mechanism starts a very simple automeicedure which moves applications, organizeceutite form of
small packages (some MB in the worst case), thrahghNeb from a WAR source to a WAR destinatiostal them
and makes the receiving WAR able to execute theoited model on local data. More refinements of #fve
mechanism can be introduced at the design phasle asufor instance to expose, by each WAR, a plibtiof available
models, in order to inform other sites about sewiavhich could be imported. Such strategy requaresandardized
design approach, in order to provide a suitableo$edtandards and common rules to build and cotligy internal
structure of WARs and of the data mining applicadithemselves, such as, for example, any kindle$ like Predictive
Model Markup Language (PMML) [27]. These standasteuld be designed to maintain and preserve thelmmee
with data representation rules and protocols ajretadined and currently operative in a particuleiestific community
(such as the VObs in Astronomy).

In case of scheme 4, no local computing powerdsired. Also smartphones can run DM applicatiorigTit descends
the following series of requirements:

e Standard accounting system;

* No more MDS moving on the web, but just moving laggions, structured as plugin repositories and
execution environments;

» standard modeling of WA and components to obtaénmaximum level of granularity;

« Evolution of existing architectures to extend wiaberoperability (in particular for the migrationf ¢he

plugins);

The Lernaean Hydra DAME KDD (plugin granularity)

, WAX 1. WAy asks for Px-3 from WAx ‘-\WAV
m==m 2. WAx sends Px-3 to WAy \ py-1
% 3. WAy executes Px-3 :V': l:'cil_ MDS
v.. rcnive
BT This scheme could be iterated Py-u: ;
and extended involving all |
|_Pxn | standardized web apps |_Px3 | - -

Figure 5. The main steps of the application plugxshange mechanisamong data mining web warehouses.

12 hitp://www.ivoa.net/cgi-bin/twiki/bin/view/IVOA/InerOpMay2011KDD
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Py-n

Figure 6. The scenario after several cycles offiication plugins exchange mechanism. At the atlidveb repositories
are equivalent mirrors, able to perform data mirérgeriments on local massive data archives.

After a certain number of such iterations the sdenaill become:

* No different WAs, but simply one WA with severates (eventually with different GUIs and computing
environments);

* All WA sites can become a mirror site of all théearts;

» The synchronization of plugin releases between \igAmrformed at request time;

» Minimization of data exchange flow (just few plugiim case of synchronization between mirrors).

Any data center could implement a suitable compitifrastructure hosting the WAR and thus becorseraof mirror
site of a world-wide cross-sharing network of daiaing application repository in which it could bagaged a virtuous
mechanism of a distributed multi-disciplinary dataing infrastructure, able to deal with heterogmrseor specialized
exploration of MDS. Such approach seems the orflsctife way to preserve data ownership and privaahcy, to
enhance the e-science community interoperabilitiitarovercome the problems posed by the presenfusuneg tsunami
of data. By following this approach, the DAMEWAREkvapplication, described in the previous chaptefmesents a
first prototype towards a WAR mechanism.

4.2 GPU Parallel Computing in Astronomy

Whenevetthere is a large quantity of data, there are twar@gches to making learning feasible. The first isntivial,
consisting of applying the training scheme to ardated data set. Obviously, in this case, the mdion may be easily
lost and there is no guarantee that this lossgtigible in terms of correlation discovery. Thispapach, however, may
turn very useful in the lengthy optimization proaeglthat is required by many ML methods (such asaleetworks or
genetic algorithms). The second method relies littigy the problem in smaller parts (parallelizat) sending them to
different CPUs (Central Processing Units) and finaombine the results together. However, impleragon of
parallelized versions of learning algorithms is abvays easy [43], and this approach should beva@t only when the
learning rule, such as in the case of genetic dlgos [38], is intrinsically parallel.

GPGPU is an acronym standing for General Purposep@ting on Graphics Processing Units. It was ineérty Mark
Harris in 2002, [28], by recognizing the trend toploy GPU technology for not graphic applications.

In general the graphic chips, due to their intdnsature of multi-core processors (many-core) aeithgh based on
hundreds of floating-point specialized processings, make many algorithms able to obtain highee(or two orders
of magnitude) performances than usual CPUs. Theyalmo cheaper, due to the relatively low pricey@phic chip
components.

Particularly useful for super-computing applicaspoften requiring several execution days on lagaputing clusters,
the GPGPU paradigm may drastically decrease exactithes, by promoting research in a large varétycientific and
social fields (such as, for instance, astrophy&imdpgy, chemistry, physics, finance, video enocgdind so on).
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The critical points for traditional multi-core CPafchitecture come out in case of serial programghis case, in the
absence of the parallel approach, the processeshegluled in such a way that the full load onGR&J is balanced, by
distributing them over the less busy cores each.tifowever many software products are not desigmdally exploit
the multi-core features, so far the micro-processme designed to optimize the execution spee@guesitial programs.
The choice of graphic device manufacturers, likelDM Corp., was the many-core technology (usuallgny-core is
intended for multi-core systems over 32 cores). ifamy-core paradigm is based on the growth of gi@tgpeed for
parallel applications. Began with tens of cores|Enghan CPU ones, such kind of architectures lredchundreds of
core per chip in a few years. Since 2009 the thHmpugpeak ratio between GPU (many-core) and CPUtitocare) was
about 10:1. It must be issued that such valuesedeered mainly to the theoretical speed suppdboieduch chips, i.e. 1
TeraFLOPS against 100 GFLOPS. Such a large differdras pushed many developers to shift more congputi
expensive parts of their programs on the GPUs.

Therefore, astronomers should perform a cost-beaeféilysis and some initial development to invegégvhether their
code could benefit from running on a GPU. Usedha tight way and on the right applications, GPUH be a
powerful tool for astronomers processing huge vasmof data.

In a recent papeBarsdell, Barnes and Fluke [Bhve analyzed astronomy algorithms to understaridhwmdigorithms
can be best engineered to run on GPU’s. The autsed algorithm analysis to understand how algmst can be
optimized to run in parallel in a GPU environmead ppposed to implementation optimization).

Broadly speaking, the following are features fayhhefficiency parallelized algorithms:

Repetitive operations can be parallelized into mfamgrgrained elements;
Standardized mechanisms to access locations in ngemo

Minimize processing threads which execute diffeiegtructions;
Parallelize high intensity arithmetic operations;

Minimize memory transfers between GPU and host CPU.

In this context we designed and developed a mulippse genetic algorithm (GAME) implemented with
GPGPU/CUDA parallel computing technology. The modeetives from the paradigm of supervised machiaeniag,
addressing both the problems of classification aggression applied on massive data sets [12]. Sids are
embarrassing parallel, the GPU computing paradig provided an exploit of the internal trainingtéeas of the
model, permitting a strong optimization in termspobcessing performances. The use of CUDA trarslai® a 75x
average speedup, by successfully eliminating trget bottleneck in the multi-core CPU code. Alttlow speedup of
up to 200X over a modern CPU is impressive, it igsdhe larger picture of use a Genetic Algoritleraavhole. In any
real-world the dataset can be very large (thosehawe previously called Massive Data Sets) andréusires greater
attention to GPU memory management, in terms ofdulng and data transfers host-to-device and vieesa.
Moreover, the identical results for classificatiand regression functional cases demonstrated thsistency of the
implementation, enhancing the scalability of thegmsed GAME model when approaching massive daggseblems.

5 CONCLUSIONS

Scientists in many fields have generally not cozi®d Web 2.0 as a collaborative technology andraeams of sharing
data. The main barrier is apparently a lack of uvstdeding of how to get started and what benefits provide to
scientists. On the contrary there are many scigmogects that could be done effectively with Wel®.2This is
particularly true in astronomy, a data-centric igiboe increasingly dominated by a constellationdafta centers and
multi-institutional research consortia, which iréiy should make it an ideal domain for Web 2.0.

Web 2.0 technology could also allow collaboratiffores from surveys. For example, using the virtdata concept
[23], different survey projects could be cross-rhatt; obtaining multi-band and multi-epoch catalagwehich could be
make publicly accessible, if respective warehoasesncluded in a standardized and interoperaltaaliorganization.
Moreover, through the web plugin exchange mechartisendata could be processed locally at eachadaiizer hosting a
web data mining application repository, without nmayv massive data sets over the network. Using sueshup
concept, WAR components could be exposed to usétls wmputs and outputs named to make them clearly
understandable, and by having well-standardizeerfantes to be plugged in a remote data mining freorie This
would require to allow users to compose servicethag choose, including mashing them up with otbeal specific
services. This could be achieved by evolving DAMEREAprototype with VO infrastructures as well.
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By the early 2000s, many scientists were designingjue user interfaces and tools to access congude data
resources. The DAME Science Gateways program afffjcstarted in 2007 to try to encourage this tototwe, with
common tools being developed for the scientists@mmunities who were building the gateways. Thés wriginally
done using mostly Web 1.0 technologies, but culyethe DAME LernaeanHydra Science Gateways program is
investigating how to integrate Web 2.0 technologigsvell.
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