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The tool: DAMEWARE

web‐based application (FREE AND OPEN TO THE PUBLIC) for massive data mining based 
on a suite of machine learning methods on top of a virtualized hybrid computing 
infrastructure

A joint effort between University Federico II, INAF‐OACN & Caltech

http://dame.dsf.unina.it/

Science and management

Technical documents

Template science cases

Newsletters

Tutorials

Released in 2013
Brescia et al., 2014 PASP august issue

In ca. 18 months 100 groups from 27 countries
Ca. 11.000 independent accesses



DAMEWARE
It is multi-disciplinary (astronomy, geophysics, bioinformatics and medical diagnostics)

End users can remotely exploit high computing and storage power to process massive

datasets (in principle they can do data mining on their smartphone…)

User can automatically plug-in his/her own algorithm and launch experiments through the

Suite via a simple web browser



Functionality

Classification

Regression

Clustering

Feature selection

Use case

DM models

GAME    S, C,R
MLPBP   S, C,R
MLPGA   S, C,R
MLPQNA S, C,R
SVM        S, C,R
K-Means U, Cl
ESOM     U, Cl 
SOFM     U, Cl
SOM       U, Cl 
PPS        U, Cl, FS

Experiments

1-st
2-nd
3-rd
4-th
….

N-th

The logic behind DAMEWARE

Use case  
pre-processing 

feature selection
choice of DM model 

experiments
evaluation
of results

Effective DM REQUIRES complex work-flows

And … N is very large



GRID UIGRID SE GRID CE

DR ExecutionDR Storage

DM Models Job Execution
(300 multi-core 

processors)

User & Data Archives

Cloud facilities
16 TB
15 processors

Incoming 
DAMEWARE 
mirroring at 

Caltech

GPU’s



DAMEWARE - the GUI



Graphical capabilities in DAMEWARE
Histograms
2-D & 3-D plots
Line plots
Image visualization

Java client



AGN identification and classification
Photometric classification of emission line galaxies with Machine Learning methods, Cavuoti et al., 2014, MNRAS

Star/Galaxy separation
The detection of globular clusters as a data mining problem, Brescia et al., 2012, MNRAS, 421, 1155-1165 
(arXiv:1110.2144)
GPUs for astrophysical data mining. A test on the search for candidate globular clusters in external galaxies. S. 
Cavuoti, et al., New Astronomy, april 20, 2013, http://dx.doi.org/10.1016/j.newast.2013.04.004 (astro-ph: 1304.0597) 

Photometric redshifts
Mining the SDSS archive. I. Photometric redshifts in the nearby universe, D’Abrusco, Logno G., Walton N., 2007, ApJ, 
663, 752
Astroinformatics of galaxies and quasars: a new general method for photometric redshifts estimation , O. Laurino, R. 
D'Abrusco, G. Longo, and G. Riccio, MNRAS, 2011, 418, 2165 (arXiv/1107.3160);
Photometric redshifts with Quasi Newton Algorithm (MLPQNA) Results in the PHAT1 context, Cavuoti et al. 2012, , 
Astronomy and Astrophysics 546, 13, (ArXiv:1206.0876) 
Photometric redshifts for quasars in multiband surveys, M. Brescia et al.,  2013, ApJ, 772, 140 (astro-ph:  1305.5641)
Inside catalogs: a comparison of source extraction software, M. Annunziatella, et al., 2012, PASP, 125, 68 (astro-
ph:1212.0564).

Other
Astroinformatics, data mining and the future of astronomical research, M. Brescia & G. Longo, 2012, invited to appear 
in proceed. of IFDT2 - 2nd International conference frontiers on diagnostic technologies (arXiv:1201.1867)
CLASPS: a new methodology for knowledge extraction from complex astronomical data sets, R. D'Abrusco, G. 
Fabbiano, S.G. Djorgovski, C. Donalek, O. Laurino & G. Longo, 2012, ApJ, 755, 92 (ArXiv:1206.2919)



Distances to galaxies usually derived through Hubble’s law, hence via redshifts

𝑧 ≡
∆𝜆

𝜆
= 
𝑣

𝑐
Spectroscopic measure Accurate Dz ca. 10-3 or better

Photometric indirect estimate of z

Less accurate (Dz 10-2)



Why are photo-z so crucial….

• Larger and deeper samples with respect to spectroscopic z’s
• Modern digital surveys produce high accuracy photometric data for 

hundreds of millions/billions of galaxies

• Best spectroscopic surveys are bound to sample at most 106 galaxies

• All current and future digital surveys (e.g. DES, VST VOICE, VST KIDS, 
Euclid, LSST, etc) require accurate photo-z’s to achieve their scientific
goals

• Weak lensing (hence mass distribution, DM and DE estimates) 
requires accurate photo-z’s for huge samples
• Strong requirements on bias and on controlling the selection effects

• Large scale structure, galaxy formation and evolution, etc… 
strongly benefit from them



OSPS

OPPS

PPS
1

2

Physical Parameter Space - PPS
defined by the physical properties
(e.g. distance, mass, average
chemical composition, presence or 
absence of an AGN, etc.)  

Observed Spectroscopic Parameter Space - OSPS
defined by the observed spectroscopic properties
(e.g. Continuum gradients, equivalent widths for emission
and absorption lines, absolute fluxes .)  

Observed Photometric Parameter Space - OSPS
defined by the observed photometric properties
(e.g. fluxes integrated over broad bands, colors, 
morphology and astrometry.)  

In digital photometric surveys most data mining consists in finding the proper
mapping functions between 3 hyperspaces….



Two families of methods for photo-z’s

SED template fitting
observed photometry is compared against a library of template energy distribution
(either synthetic or observed) and best fit interpolation is found. Spectra are needed
for zero point calibration

ML based methods (supervised learning but not only)
An extensive knowledge base of spectroscopic examples is used to teach the 
methods how to map OPPS into OSPS and then into PPS



ML based methods

OSPS

OPPS

PPS

1

2

2

Photometric data

Spectroscopic data

distances

IF
extensive KB and good coverage of 
OPPS onto OSPS & OSPS onto PPS 
are provided … 

THEN
ML methods outperform SED fitting

ELSE 
SED fitting methods are better

The OSPS KB needs to properly

sample BOTH OPPS and PPS !!!!



An example

Use case: Photometric redshifts evaluation for quasars

Functionality: regression

Pre-processing: preparation of KB (105 objects), removal of NaN, splitting of train, validation, 
test sets                              

Feature selection (>50 experiments)

Selection of best DM model: SVM; MLPBP, MLP-GA, GAME, MLPQNA

Training, Validation, Test

Visualization, comparison & Evaluation of results

& Hundreds of runs are needed to evaluate pdf, characterize data, etc.



Photometric redshifts for SDSS Quasar candidates:
Brescia et al, 2013, ApJ, 772, 140 



Feature selection phase

WISE substantially useless

Mag_iso substantially useless





Pucon, August 2013



Pucon, August 2013



Can we reduce bias and fraction of catastrophic outliers on photometric
grounds only?

Doesnot matter how good your pipeline is…. When it comes to confuse ideas… data are 
always smarter than you …

«Astroinformatician»

By D. Vinkovic

All points which are not black dots are catastrophic outliers



Individual inspection needed … 
and even in SDSS DR-9 

In spite of galaxy zoo, and 
thousands of people looking at
the data and using the 
catalogues…. 

SDSS still contains lots of 
artifacts !!!! 

Some flags may prove 
useful even though
not decisive



QSO’s in DR9
(spectroscopic sample)

Application to 
D’Abrusco ‘s candidates list

Only 8 outliers are found to be variable in CRTS (out of 600 in our
sample)
In contrast with what found by Salvato et al.

Green dots: Cat. Outliers
Blue circles: known blazars

Red triangles: gravitationally lensed quasars



Keep the same training set… run 50 training … get 50 frozen networks and 
produce 50 photo-z estimates for all objects in the test set and then check what happens





This can be eliminated on 
photometric grounds only using flags
and SD





Results on SDSS DR 10 data galaxy data

16991 objects (KB)
sigma norm: 0.0232
bias 0.000699

Removing (0.36% of the objects)
sigma norm: 0.021 (3.34% impr.)
bias: 0.000639 (5.29% impr.)



Pre-Processing
(on spectroscopic KB)

Feature Selection

Split

Training Set Test dataset

Processing (MLPQNA)

Post-processing

Statistical Analysis 
and Generalization

Download the app at the DAME web site



To be continued ….

“

My problems begun 
when people asked me 
for fast knowledge 
extraction  …”

Cartoon by D. Vinkovic


